
HAL Id: hal-03815005
https://hal.science/hal-03815005v3

Submitted on 5 Jan 2023

HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est
destinée au dépôt et à la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche français ou étrangers, des laboratoires
publics ou privés.

Malicious human behaviour in information system
security: Contribution to a Threat Model for Event

Detection Algorithms
Olivier De Casanove, Florence Sèdes

To cite this version:
Olivier De Casanove, Florence Sèdes. Malicious human behaviour in information system security:
Contribution to a Threat Model for Event Detection Algorithms. 15th Symposium on Foundations
and Practice of Security (FPS 2022), Dec 2022, Ottawa, Canada. pp.208-220, �10.1007/978-3-031-
30122-3_13�. �hal-03815005v3�

https://hal.science/hal-03815005v3
https://hal.archives-ouvertes.fr


Malicious Human Behaviour in Information
System Security: Contribution to a Threat
Model for Event Detection Algorithms

Olivier de Casanove and Florence Sèdes
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Abstract. Among the issues the information system security commu-
nity has to fix, the security of both data and algorithms is a concern. The
security of algorithms is dependent on the reliability of the input data.
This reliability is questioned, especially when the data is generated by
humans (or bots operated by humans), such as in online social networks.
Event detection algorithms are an example of technology using this type
of data, but the question of the security is not systematically consid-
ered in this literature. We propose in this paper a first contribution to a
threat model to overcome this problem. This threat model is composed of
a description of the subject we are modelling, assumptions made, poten-
tial threats and defence strategies. This threat model includes an attack
classification and defensive strategies which can be useful for anyone who
wants to create a resilient event detection algorithm using online social
networks.

Keywords: Threat model · Adversarial Learning · Online Social Net-
work · Event Detection · Security

1 Introduction

The reliability of the output data of a machine learning algorithm is determined,
among other factors, by the reliability of the input data. A small perturbation in
the input can result in a misleading output [25]. This perturbation may be due to
either data gathering or malicious behaviour. When the input data are generated
by human, perturbations due to malicious behaviour cannot be disregarded. Data
from online social networks is an example of data generated by human or prone
to malicious perturbation.

Online Social Networks (OSN) allow users to exchange short messages and
media. From these data published in real time, information can be extracted on
events. Atefeh and Khreich [5], in their review on event detection on OSN, stated
that “in general, events can be defined as real-world occurrences that unfold over
space and time”. To detect these events, event detection algorithms can be used.
They take as an input the OSN stream of messages and give as an output clusters
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of messages, where each cluster defines an event. There are many applications,
ranging from earthquake detection to musical event detection [5]. The literature
on the subject focuses on how to improve the performances of the detection
and the question of the detection’s security is neglected. Yet, when the input
data is made up of messages crafted by unknown users, this subject becomes
a concern. If the implicit hypothesis: “Input data are absent from malicious
messages crafted in order to disrupt the event detection” may hold in specific
contexts, it does not in others. For example, when detecting events related to
cybersecurity, the adversaries want their attacks to stay undetected. In this
field, it’s easy to find papers which do not take into account a potential threat
to their detection [14] [21]. When this hypothesis is false, we find ourselves in an
adversarial learning context and event detection is under many threats.

This paper is a first contribution to a threat model for event detection al-
gorithms on Twitter, but the same threat model could be used for other OSN.
According to OWASP (Open Web Application Security Project) [19], a threat
model is “a structured representation of all the information that affects the
security of an application. In essence, it is a view of the application and its
environment through the lens of security. [...] A threat model typically includes:

– Description of the subject to be modelled.
– Assumptions that can be checked or challenged in the future as the threat

landscape changes
– Potential threats to the system
– Actions that can be taken to mitigate each threat
– A way of validating the model and threat and verification of success of actions

taken.”

Our contribution addresses all the points of this definition except for the fifth
one, which will be addressed in future works. We believe that this threat model
can be used to develop more resilient event detection algorithms and therefore,
develop a technology more suited for real-life applications.

In the next section, we briefly discuss the related work. We will use the
previous definition of a threat model to structure the rest of our paper. In Section
3, we describe the subject we model. In Section 4 we provide the assumptions
on which our model is based. In Section 5 we describe the threats. In Section 6
we present defence strategies. In Section 7 we present future works and possible
extensions to our threat model. Finally, we conclude in Section 8.

2 Related work

Adversarial learning is a recent field, yet there is already a good literature on it
[25]. Current threat models for machine learning focus on three aspects: attack
direction (does the attack happen during the learning phase or the classification
phase?), security violation (which kind of security concept the attack violates,
traditionally confidentiality, integrity and availability) and attack specification
(is it a targeted attack or not). We will see in Subsection 5.2 why this threat
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model is not useful for us, as it is. Adversarial learning specifically applied to
OSN has been studied in three different ways. The first one focuses on text pro-
cessing applications, which is what event detection algorithms are. Alsmadi et.
al. [3] review the literature to categorise attacks against text processing applica-
tions. All the attacks identified are message-level attacks, while event detection
algorithms could also be attacked at the event-level (set of messages); therefore
attacks against event detection algorithms are not fully covered in [3]. The sec-
ond one is more specific, it is about evading spam detection [10]. Cleaning the
input data with spam detection is a common and useful preprocessing step for
text processing applications, but once again these attacks focus on message-level.
For the same reason as in the previous point, this does not fully cover attacks
against event detection algorithms. The third one consists in listing the adver-
saries and threats which can be faced in OSN. For example, Sabottke et al. [22]
proposed an event detection algorithm with a list of actors willing to disrupt
their algorithm. This is a first step, we used this list as a basis to construct
the list of profiles in Subsection 5.1, but this work needs to be extended into a
complete threat model. Finally, the subject of fake news is out of scope because
they impact the users. They are not meant to disrupt the operation of a machine
learning algorithm.

3 Modelling Event Detection Algorithms

Atefeh and Khreich [5] as well as Hasan et. al. [11] reviewed the literature to list
the techniques used to detect events on social media. Regardless of the technique
used, an event can be formalised with the following definition:

Definition 1 (Event). An event is defined by a tuple of messages related one
to another and which are in the same spatial or time window. We note an event
ek, where ek ∈ E and E is the set of all events possible and k ∈ N is the unique
identifier of the event.

We define the function F , the function which associates to a tuple of messages
the corresponding event if the messages actually form an event and e0 otherwise.
Here, e0 symbolise the null event, which means that the messages are not related.
The set of all messages possible (or in our case all tweets possible) is noted T.

Definition 2 (Event Detection function).

F : T1 × ...× Tn → E

(t1, ..., tn) 7→
{
ek if t1, ..., tn form an event
e0 else

An attacker can create fake messages thanks to techniques such as Markov
Chain or Neural Network. When executed, these algorithms will produce a new
fake message contained in a set of messages the algorithm is able to generate.
Therefore we can represent the fake message by a random variable.
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Definition 3 (Fake message random variable). Let X be a random variable
following an unknown distribution over the set T.

We define a false positive event (FP event), in the adversarial context, as
an event which is composed of both legitimate and crafted tweets, but if the
legitimate tweets were to be considered alone, no event would be triggered.

Definition 4 (False Positive Event).

Let (Xi)i∈N∗ be independent and identically distributed variables following

the same law as X, ∀(tj)j∈N∗ ∈ T and ∀k ̸= 0 if F (t1, ..., tn) = e0

and F (X1, ..., Xm, t1, ..., tn) = ek then ek is a false positive

In opposition, we define a true positive event (TP event), in the adversar-
ial context, as a set of messages mainly composed of legitimate messages and
recognised as an event.

Definition 5 (True Positive Event).

Let (Xi)i∈N∗ be independent and identically distributed variables following

the same law as X, ∀(tj)j∈N∗ ∈ T and ∀k ̸= 0 if F (t1, ..., tn) ̸= e0

and F (X1, ..., Xm, t1, ..., tn) = ek then ek is a true positive

4 Assumptions

As previously said in Section 1, a threat model needs assumptions. We identify
three assumptions for this threat model to make sense.

Assumption 1 Input data from Twitter, and more generally social networks,
contain messages written by malicious users with the objective to deceive event
detection algorithms taking this data as input.

We know that extracted data from Twitter contain spams and other malicious
messages like phishing, for example. Those messages have an influence on the
quality of the detection of our algorithms. Working in an adversarial context
means taking the idea one step further and supposing that malicious users craft
messages just to disrupt event detection algorithms.

Assumption 2 Attackers have access to the algorithms, training and test dataset
and any other relevant information.

The datasets used to compare event detection algorithms are public, papers
describing how event detection works are also easily accessible; therefore it is
safe to assume that the attackers have access to any information related to
event detection. It also means that the system is a “grey box” for the attackers,
they have at least partial knowledge of how it works. Security by obscurity is
not an option here.
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Assumption 3 The benefit of disrupting the detection for the attacker is equal
to the cost for the defender to see its detection disrupted.

We make this assumption to model the adversarial context as a zero-sum
game. A zero-sum game, in game theory, is a situation where the benefit of a
player (i.e. the attacker) is exactly equal to the cost of the other player (i.e. the
defender). Interesting properties could be derived from zero-sum game, we will
use them in a future work to validate the model. This is a common assumption
in adversarial problems [24][28] and in information system security in general
[27][26].

5 Threats to the system

In our context, a threat is defined as the combination of a malicious actor (the
attacker) and a means to disrupt the event detection (the attack). We will detail
both the attacker and the attack in the next two subsections.

5.1 Attacker profiles

In a previous paper, we reviewed other contributions [8] and identified three
profiles in the literature: trolls, spammers and adversaries. We will summarise
these three profiles except for the troll where we can give a better definition than
the one originally given. This gives us the following attacker classification:

– Trolls: their objective is to create rumors or make disappear subjects and
therefore, events. They target both humans and automatic tools which anal-
yse the news. In the second case, their objective is to create FP events and
make TP events disappear.

– Spammers: they publish a lot of messages serving their own interests. They
can use buzzwords, keywords or tag people to improve the efficiency of the
spamming activity. They do not target our algorithm directly, but their
activity creates a lot of noise in the Twitter stream.

– Adversaries: their objective is specifically to attack the event detection algo-
rithm, in every way possible. Their means are diverse, but we can suppose
that they have at least partial knowledge of the technology behind event
detection since they are directly targeting it.

The definitions of the attackers are centred around the impact he could have.
These profiles could be refined with two additional criteria: 1) is the attacker
ignorant or knowledgeable of the system? And 2) is the attacker constrained
or free of any constraints? Indeed the attacker could have multiple types of
constraints, economic or political, for example. Now that we discussed about the
profiles of the attackers, let’s continue with the type of attacks they can use.
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5.2 Attacks

In information system security, the CIA model (Confidentiality, Integrity and
Availability) is often used [23]. However, this model does not suit our needs
well in our adversarial learning context. For example, it does not make sense
to defend the confidentiality of the detected events when all of the message
composing it are public and messages. We propose instead to use the reliability
and validity, which are measurement properties. “A measurement property is
a quality aspect of an instrument” [1], i.e. event detection algorithms. “Each
measurement property requires its own type of study to assess it” [1].

Reliability The reliability of a test is its ability to stay consistent. In other
words, a same input should always give the same output. In our adversarial
context, the reliability becomes 1) the ability of the event detection algorithm
to detect a same event, both when the input data are not corrupted and when
a malicious actor is tampering with the input messages, with no less messages
in it and 2) the ability to detect an event, with no more messages in it, when
a malicious actor is tampering our data. To measure the impact on consistency,
we need to first run our algorithm on a dataset without fake messages and
label the messages associated to an event. We run again our algorithm, this
time with the fake messages in the dataset and we compare the new clusters to
the initial labels. This is a clustering problem, therefore a relevant metric for
clustering tasks should be used. Traditional metrics such as recall or precision
are not the best option for that. According to their review of different metrics for
clustering tasks, Amigo et. al. [4] conclude that the best metrics, in regard of the
properties they defined in their paper, are the BCubed recall and the BCubed
precision combine into the BCubed F1-Score; therefore we choose these metrics
for our problem. They define BCubed recall as“how many items from its category
appear in its cluster” [4], which match our first objective for reliability and the
define BCubed precision as “how many items in the same cluster belong to its
category” [4], which match our second objective. The BCubed precision and the
BCubed recall are calculated for every cluster, then “The overall BCubed recall
[respectively the BCubed precision] is the averaged BCubed recall [respectively
BCubed precision] of all items in the distribution” [4]. These two metrics are
then combined to create the BCubed F1-score in the same way that traditional
precision and recall are combined to create the F1-score. In conclusion, we will
use the BCubed F1-score to measure the reliability.

Reliability = BCubed F1-Score

The exact formula of the BCubed F1-score is complex and would require the
introduction of multiple notions. We encourage the interested readers to go read
Amigo et. al. [4] if they want to go into BCubed metrics in depth.

Validity The validity of a test is its ability to detect what it pretends to detect.
In our case, is the event detection algorithm detecting events and not just give
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a random output? The objective of the event detection algorithm is therefore
to maximise TP events and minimise FP events. The precision metric increases
when the number of TP increases and decreases when the number of FP in-
creases; therefore we will use the precision to measure the validity.

Validity = Precision =
TP

TP + FP

Attacks classification After studying event detection algorithms, we identify
eight attacks. These attacks are described in terms of their impacts on the reli-
ability and the validity of the detection. They are classified in three categories:
event creation, event dispersion and event modification. These categories gather
the attacks which use the same means, but they don’t always have the same
goal. We summarise the attacks in Table 1.

Event creation The attacker triggers an event detection, which increases the FP
events and therefore impact the validity. The attacker uses a tool to procedurally
generate fake tweets. Those messages are then injected in the Twitter stream.
We identify three attacks in this category:

– Craft: fake tweets are created. Those messages are close enough for the event
detection algorithm to consider them as related but does not necessarily
make sense for a human. Those messages trigger a detection.

– Message expansion: real tweets, not related to any event, in association with
malicious tweets trigger an event. This attack also impacts the reliability
since a legitimate message, not related to any event, becomes related to an
event.

– Replay: A TP event is replayed, entirely or partially, at a time where the
event doesn’t make sense.

Event dispersion The objective is to inject enough malicious messages during
a small lapse of time so the legitimate tweets appear too far from one another
in the Twitter stream for the event to be detected. Three attacks exist in this
category:

– Fragmentation: an event is split in two or more subgroups of tweets, resulting
in detection of multiple events when they are the same. One TP events
become many TP events under attack; therefore the reliability is impacted.

– Cancellation: an event doesn’t trigger a detection when it should. The tweets
are so split by the malicious messages that they aren’t recognised as an event
anymore. This attack decreases the number of TP events and transforms
a TP event in nothing, therefore both the validity and the reliability are
impacted.

– Deterioration: the number of tweets in an event decreases when under attack.
This is a mix case between fragmentation and cancellation. The first or
last messages are too far to be associated with the event, but they are still
enough messages to trigger a detection. This is an inconsistency under attack;
therefore it impacts reliability.
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Name Description Impact on
Reliability

Impact on
validity

Event Creation

Craft A collection of fake tweets triggered
an event

NO YES

Message Expansion A collection of fake and real tweets,
which wouldn’t have triggered an
event otherwise, triggered an event

YES YES

Replay A true event is replayed a second
time by the attacker

NO YES

Event Dispersion

Fragmentation An event triggered multiple detec-
tion due to spam activities

YES NO

Cancellation An event doesn’t trigger detection
due to spam activities

YES YES

Deterioration The number of tweets related to an
event is less than expected due to
spam activities

YES NO

Event Modification

Drift The attacker change the event key-
words or event

YES NO

Merge Messages from an event start to ag-
gregate to another event

YES NO

Table 1. Attacks against event detection algorithms

Event modification The attacker generates malicious tweets which seem related
to one another by the event detection algorithm. As for event creation, the
messages are generated procedurally.

– Drift: the attacker creates malicious tweets which aggregate on a TP event.
The objective is to change the event keywords or subject. It creates an in-
consistency; therefore the reliability is impacted.

– Merge: the attacker changes the event keywords or subject so another event
messages start to aggregate on the first event. For this attack to be successful,
the attacker needs to know the subject of two different events. It is safe to
assume that if the attacker knows this, then both events already have been
detected by our algorithm. Therefore it only creates an inconsistency on the
number of messages aggregated to each event, and not in the number of TP
events detected. The reliability is impacted.

6 Defence strategies

The defender can protect the detection by adding filters at two different levels.
The first one is at the level of the tweets, where tweets which seem malicious
are filtered. The second level is at the level of the cluster, where TP events are
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distinguished from FP events. We define the filter function h, the function which
associates, to each set of messages recognised as an event, 0 if the set of messages
does not satisfy the constraints or a unique value otherwise.

Definition 6 (Filter Function).

h : E → E

ek 7→
{
ek if ek satisfies the filters
e0 else

With this new element in mind, we redefined TP and FP event as follows:

Definition 7 (True Positive Event).

Let (Xi)i∈N∗ be independent and identically distributed variables following

the same law as X, ∀(tj)j∈N∗ ∈ T and ∀k ̸= 0 if F (t1, ..., tn) ̸= e0

and (h ◦ F )(X1, ..., Xm, t1, ..., tn) = ek then ek is a true positive

Definition 8 (False Positive Event).

Let (Xi)i∈N∗ be independent and identically distributed variables following

the same law as X, ∀(tj)j∈N∗ ∈ T and ∀k ̸= 0 if F (t1, ..., tn) = e0

and (h ◦ F )(X1, ..., Xm, t1, ..., tn) = ek then ek is a false positive

We will now discuss what the defence strategies are. Table 2 summarises
which defence strategies mitigate which attacks.

6.1 Filtering messages

The objective of a spam filter is to distinguish fake users, spams and spammers
from legitimate tweets and users [2]. A spam filter can be made on the content of
the tweets, the characteristics of the tweets, the users behind the tweets or the
relationships in the OSN of the users behind the tweets [2]. All these solutions
are machine learning solutions; therefore we introduce a new level of adversarial
learning. However, the problem of adversarial learning for spam detection has
already been discussed by [6] [7] [9] [13]. Generating fake messages that can
fool the spam filter increases the cost of the attack. Therefore, this strategy is
effective against every attack which needs to create fake tweets. It is especially
effective against dispersion attacks since those attacks are based on flooding and
flooding are easily detected by spam filters. Finally, spam detection based on user
features is effective against replay attacks because it means that the accounts
replaying the events should avoid spam detection; therefore it increases the cost
of the attack.
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6.2 Filtering clusters

TP and FP events have different characteristics. Setting thresholds for these
characteristics is a way to differentiate TP from FP events. These thresholds are
used as filters to discard FP events. We identified five metrics in the literature
on which events can be filtered:

– Word entropy: The entropy of a cluster was introduced by [20]. The formula
(1) is used where X is a random variable and P (Xi) is the probability to
draw a specific word out of all the words of the cluster. A cluster with a very
low word entropy is probably composed of very similar crafted messages.

– User diversity: The formula (1) is applied but instead of applying it to words,
it is applied to users in the cluster. We have X a random variable and P (Xi)
the probability to draw a specific user out of all the users of a cluster. User
diversity in a cluster was introduced by [15]. This metric is particularly in-
teresting because accounts are the most difficult thing to fake as an attacker.
User diversity is one of the rare defence measures against event replay. The
attacker can replay the exact same tweets but not the exact same author.

– Least Common Subsequence (LCS): Hasan et al. in [12] use a filtering method
based on the LCS at word-level. The idea, based on empirical evidence they
found, is that cluster of newsworthy events will have a higher LCS than
non-newsworthy events. In their paper, the authors fixed an LCS threshold
under which an event is discarded. It may help to identify drifted and merged
events since the first and last messages of these events are likely to be very
different.

– Named entity recognition: This technique is introduced by [18] as a way
to pre-select tweets with significant improvement in the final result. The
argument behind this constraint is that a tweet without a named entity does
not provide any information and is therefore useless.

– Event size: Intuitively a cluster of fewer than 3 tweets cannot be considered
as an event. However, finding an exact event size threshold separating mean-
ingful events from similar but not related messages is impossible. Event size
should be considered as a hyperparameter of our model to help us drop FP
events.

H(X) = −
n∑
i

P (Xi)logbP (Xi) (1)

Some of the filter proposed are easy to bypass. For example, attackers can
automatically add a random named entity in their fake tweets. We should keep
in mind that, for the attacker, every attack is a trade-off between the costs and
benefits of the attacks. Therefore, every defence strategy increasing the cost of
the attack is worthwhile.
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6.3 Other strategy

Defragmentation is a process where events are reviewed to check if two de-
tected events are in fact only one. Some event detection algorithms are prone to
fragmentation [5]. Our context adds another interest to defragmentation: the re-
silience to the event splitting attack. We found one utilisation of defragmentation
in [12].

Attack Defence strategy

Tweets Expansion Spam filters, Cluster filters

Event Crafting Spam filters, Cluster filters

Event Replay Spam filters, User diversity filter

Event Fragmentation Spam filters, Defragmentation

Event Cancellation Spam filters

Event Deterioration Spam filters

Event Drifting Spam filters, LCS filter

Event Merging Spam filters, LCS filter
Table 2. Defence strategies

7 Future works

We seek in future works to validate the model with a mathematical proof of how
this formalisation is relevant. Thanks to our definition of TP and FP events,
the hypothesis 3 and game theory theorems, we can prove that it exists a point
where neither the attacker nor the defender will have interest into changing their
strategies; therefore we avoid the pitfall of the Red Queen hypothesis [17]. The
Red Queen hypothesis, in cybersecurity, is the hypothesis that there is a form of
coevolution between attackers and defenders. Attackers develop their offensive
strategies and the defenders develop countermeasures, which will lead to the
attackers to change their strategies and so on.

On another note, we would like to develop a solution which could emulate the
attacks in 1. We will need for that a public dataset for event detection [16] and a
text generator able to generate credible messages and credible set of messages to
form an event. The solution would automatically insert the fake messages in the
dataset and the event detection algorithms would be tested on this new dataset.
The resilience of the event detection algorithms would be measured thanks to
reliability and validity. This future work can help to test the resilience of event
detection algorithms.

8 Conclusion

In this paper we proposed a first contribution to a threat model for event de-
tection. We define the situation we are modelling, assumptions that were made,
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the attackers’ profile, possible attacks and defence strategies. In future works
we will propose a way to validate our model. This threat model includes an
attack classification and defensive strategies. This work is dedicated to help fu-
ture event detection algorithms to be more resilient against adversarial attacks
and therefore, develop a technology more suited for real-life applications. This
threat model is especially useful when the event detection algorithms detect
events related to any subject where an adversary can be found.
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