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Abstract. People perceive the world with different senses, such as sight,
hearing, smell, and touch. Processing and fusing information from mul-
tiple modalities enables Artificial Intelligence to understand the world
around us more easily. However, when there are missing modalities, the
number of available modalities is different in diverse situations, which
leads to an N-to-One fusion problem. To solve this problem, we propose
a self-attention based fusion block called SFusion. Different from preset
formulations or convolution based methods, the proposed block automat-
ically learns to fuse available modalities without synthesizing or zero-
padding missing ones. Specifically, the feature representations extracted
from upstream processing model are projected as tokens and fed into
self-attention module to generate latent multimodal correlations. Then,
a modal attention mechanism is introduced to build a shared representa-
tion, which can be applied by the downstream decision model. The pro-
posed SFusion can be easily integrated into existing multimodal analysis
networks. In this work, we apply SFusion to different backbone networks
for human activity recognition and brain tumor segmentation tasks. Ex-
tensive experimental results show that the SFusion block achieves better
performance than the competing fusion strategies. Our code is available
at https://github.com/scut-cszcl/SFusion.

Keywords: Multimodal fusion - Missing modalities - Brain tumor seg-
mentation - Human activity recognition

1 Introduction

People perceive the world with signals from different modalities, which often
carry complementary information about varying aspects of an object or event
of interest. Therefore, collecting and utilizing multimodal information is crucial
for Artificial Intelligence to understand the world around us. Data collected
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from various sensors (e.g., microphones, cameras, motion controllers) are used to
identify human activity [4]. Moreover, multimodal medical images obtained from
different scanning protocols (e.g., Computed Tomography, Magnetic Resonance
Imaging) are employed for disease diagnosis [12]. Satisfactory performances have
been achieved with these multimodal data.

In practical application, however, modality missing is a common scenario.
Wirelessly connected sensors may occasionally disconnect and temporarily be
unable to send any data [3]. Medical images may be missing due to artifacts
and diverse patient conditions [11]. In these unexpected situations, any combi-
natorial subset of available modalities can be given as input. To handle this,
one intuitive solution is to train a dedicated model on all possible subsets of

available modalities [6,14,23]. However, these methods are ineffective and time-
consuming. Another way is to predict missing modalities and perform with the
completed modalities [20]. But, these approaches also require additional predic-

tion networks for each missing situation, and the quality of the recovered data
directly affects the performance, especially when there are only a few available
modalities. Recently, fusing the available modalities into a shared representation
received wide attention. However, it is particularly challenging due to the varying
number of input modalities, which results in the N-to-One fusion problem.

Currently, existing fusion strategies to tackle this challenge can be broadly
grouped into three categories: the arithmetic strategy, the selection strategy
and the convolution strategy. As shown in Fig. 1(a), in the arithmetic strat-
egy, feature representations of available modalities are merged by an arithmetic
function, such as averaging, computing the first and second moments or other
designed formulas [10,17,13]. For the selection strategy, as shown in Fig. 1(b),
each value of fused representation is selected from the values at the correspond-
ing position of the inputs. The selection rule can be defined as max, min or
probability-based [2,3,19]. Although the above two fusion strategies are easily
scalable to various data missing situations, their fusion operation is hard-coded.
All available modalities contribute equally and their latent correlations are ne-
glected. Unlike hard-coding the fusion operation, in the convolution strategy,
the convolutional fusion network automatically learns how to fuse these feature
representations, which is beneficial to exploiting the correlation between mul-
tiple modalities. However, as shown in Fig. 1(c), this fusion strategy needs a
constant number of data to meet the requirements of the input channels in the
convolutional network. Therefore, it has to simulate missing data by crudely
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zero-padding or replacing it with similar modalities, which inevitably introduces
a bias in computation and causes performance degradation [5,18,25].

Transformer has achieved success in the field of computer vision, demon-
strating that self-attention mechanism has the ability to capture the latent cor-
relation of image tokens. However, no work has explored the effectiveness of
self-attention mechanism on the N-to-One fusion, where N is variable during
training, rather than fixed. Furthermore, the calculation of self-attention does
not require a fixed number of tokens as input, which represents a potential for
handling missing data. Therefore, we propose a self-attention based fusion block
(SFusion) to tackle the problems of the above fusion strategies. As shown in
Fig. 1(d), SFusion can handle any number of input data instead of fixing its
number. In addition, SFusion is a learning-based fusion strategy that consists of
two components: the correlation extraction (CE) module and the modal atten-
tion (MA) module. In the CE module, feature representations extracted from
available modalities are projected as tokens and fed into the self-attention layers
to learn multimodal correlations. Based on these correlations, a modal softmax
function is proposed to generate weight maps in the MA module. Finally, it
builds a shared feature representation by fusing the varying inputs with the
weight maps.

The contributions of this work are:

— We propose SFusion, which is a data-dependent fusion strategy without im-
personating missing modalities. It can learn the latent correlations between
different modalities and builds a shared representation adaptively.

— The SFusion is not limited to specific deep learning architectures. It takes
inputs from any kind of upstream processing model and serves as the input
of the downstream decision model, which enables applying the SFusion to
various backbone networks for different tasks.

— We provide qualitative and quantitative performance evaluations on activity
recognition with the SHL [22] dataset and brain tumor segmentation with
the BraTS2020 [1] dataset. The results show the superiority of SFusion over
competing fusion strategies.

2 Methodology

2.1 Method Overview

For multiple modalities, let k¥ € K C {1,2,...,S} index a specific modality,
within the available modality set of K, where S is the number of all possible
modalities. Given an input f € REXC*Es B and C denote the batch size
and the number of channels, respectively. Ry represents the shape of feature
representation extracted from the k-th modality of a sample data, which can
be 1D (L), 2D (HxW), 3D (DxHxW) or higher-dimensional. In addition, I =
{fx|k € K} denotes the input set of feature representations from all the available
modalities. Our goal is to learn a fusion function F' that can project I into a
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Fig. 2. The illustration of SFusion. Ry : L or HxW or DxHXW (shape of feature
representation); T = L-|K| or H-W:|K| or D-H-W-| K| (number of tokens).

shared feature representation fs, denoted as F'(I) — f5. To achieve the goal, we
design an N-to-One fusion block, SFusion. The architecture is shown in Fig. 2,
which consists of two modules: correlation extraction (CE) module and modal
attention (MA) module.

2.2 Correlation Extraction

Given the feature representation fj, € REXC*Er we first flatten the Ry dimen-
sions of fi into one dimension and get a B x C' x R feature representation, where
R=L (1ID), R=H xW (2D), R = D x H x W (3D), etc. It can be viewed
as B x R C-dimensional tokens ¢;. Then, we obtain the concatenation of all
the tokens zy € REXT*Y where T' = R x |K|, and |K| denotes the number of
available modalities.

Given zg, the stack of eight self-attention layers (SAL) are introduced to learn
the latent multimodal correlations. Each layer includes a multi-head attention
(MHA) block and a fully connected feed-forward network (FFN) [21]. Layer
normalization (LN) is applied before every block. The outputs of the a-th (z €
[1,2,...,8]) layer can be describe as:

2t = MHA(LN(25-1)) + 221 (1)

2y = FFN(LN(2))) + 2, (2)

Therefore, we get z; € REXT*C which is the last SAL output. By reverting z
to the size of | K| x B x C' x Ry, we obtain the output I’ = {f/ |k € K} of CE as:

I' = split(r(z)) (3)

where r(-) and split(-) are the reshape and split operations, and I’ is the set
of calculated feature representations f; € RE*XC>Es which contains multimodal
correlations and has the same size as the original input fy.
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2.3 Modal Attention

Given the calculated feature representations set I’, the weight map m; is gen-
erated with the modal attention mechanism. Feature representations extracted
from different modalities are expected to have different weights for fusion at
the voxel level. Therefore, we introduce a modal-wise and voxel-level softmax
function to generate the weight maps from I’, as shown in Fig. 3.
We denote the i-th voxel of f, and my as v}, and m}, respectively. e is the
natural logarithm. The value of weight map my can be defined as:
. vk
= = @
ZjEK e
By element-wise multiplying input feature map f; with the corresponding
weight map my and summing all the modalities, we can obtain a fused feature
map fs as:
fs = Z fie - myp (5)

keK

Since the sum of mj,...m{y is 1, the value range of fused feature represen-
tation f; remains stable to improve the robustness for variable input modalities.
Moreover, the relative sizes of vi, .. 'U|iK| (contain the latent multi-modal correla-
tions learned from the CE module) are retained in the corresponding weights. In
particular, when only one modality is available, all the values of the weight map
are 1, which means fs = fi (k € K, |[K| = 1). In this case, the input feature rep-
resentation remains unchanged. It enables the backbone network (the upstream
processing model and the downstream decision model) to enhance its capability
to encode and decode information from different modalities rather than relying
on a particular one. It is crucial for variable multimodal data analysis.

3 Experiments and Results

3.1 Datasets

SHL2019. The SHL (Sussex-Huawei Locomotion) Challenge 2019 [22] dataset
provides data from seven sensors of a smartphone to recognize eight modes of

@ {® , - "ﬁ Tfible 1. Evaluation on SHL2019. w/o means
t without. { denotes results from [9].

@\‘ (e\ /,ﬁ Accuracy (%) Bag Hips Torso Hand All
Earlyf - - - — 46.73
‘ Intermediate} - - - - 63.87
i l,‘@ Ve ) Latet - - - - 6385
@ Confidencet|7] 63.60
EmbraceNett [9] | 63.68 67.98 81.58 47.63 65.22
. . . SFusion 67.41 68.91 85.22 48.35 67.47
Fig. 3. The illustration of modal atten- Sgiion w/o CF |56.82 63.14 74.60 46.70 60.33
tion mechanism. SFusion w/o MA|65.01 67.95 83.49 47.52 65.99
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Fig. 4. (a) Activity recognition with EmbraceNet; (b) Bran tumor segmentation with
GFF. (B x C x Ry) is given, where B, C and Ry denotes the batch size, channels and
data shape, respectively.

locomotion and transportation (activities), including still, walking, run, bike,
car, bus, train, and subway. The sensor data are collected from smartphones of a
person with four locations, including the bag, trousers front pocket, breast pocket
and hand. Each location is called “Bag”, “Hips”, “Torso”, and “Hand”, respectively.
Data acquired from the locations except the “Hand” are given in the train subset,
while the validation subset provides the data of all four locations. In the test
subset, only unlabeled “Hand” location data are available.

BraTS2020. The BraTS2020 [1] dataset provide four modality scans: T1ce,
T1, T2, FLAIR for brain tumor segmentation. It contains 369 subjects. To bet-
ter represent the clinical application tasks, there are three mutually inclusive
tumor regions: the enhancing tumor (ET), the tumor core (TC), and the whole
tumor (WT) [1]. We select 70% data as training data, while 10% and 20% as
validation and test data respectively. To prevent overfitting, two data augmen-
tation techniques (randomly flip the axes and rotate with a random angle in
[—10°,10°]) are applied during training. We apply z-score normalization [15] to
the volumes individually and randomly crop 128 x 128 x 128 patches as inputs
to the networks.

3.2 Baseline Methods

EmbraceNet. In the experiments on activity recognition, we compare SFusion
with EmbraceNet [9], which employs a selection strategy (shown in Fig. 1 (b))
by generating feature masks (r1,rs,...,7r7) with the rule of giving equal chances
to all available modalities during each value selection. For a fair comparison, as
shown in Fig. 4 (a), we adopt the same processing (P) and decision (D) model
as used in [9]. We obtain the performance of our fusion strategy by replacing
EmbraceNet with SFusion. Following [9] setting, the batch size is set to 8. A cross-
entropy loss and the Adam optimization method [16] with 8; = 0.9, 83 = 0.999
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are employed. The learning rate is initially set to 1 x 104 and reduced by a
factor of 2 at every 1 x 10° steps. A total of 5 x 10° training steps are executed.

GFF. In the experiments on brain tumor segmentation, we compare SFusion
with a gated feature fusion block (GFF) [5], which belongs to the convolution
strategy (shown in Fig. 1(c)). As shown in Fig. 4 (b), a feature disentangle-
ment architecture is employed. Multimodal medical images are decomposed into
the modality-invariant content and the modality-specific appearance code by
encoders E¢ and E®, respectively. The content codes (e.g., co and c3, shown in
Fig. 4 (b)) of missing modalities are simulated with zero values. Then, all content
codes are fused into a shared representation c¢s by GFF. Given ¢, , the tumor
segmentation results are generated by the decoder D®. For a fair comparison,
we adopt the same encoders (Ef and E?) and decoders (D® and D7) as used
in [5]. We obtain the performance of our fusion strategy by replacing GFF with
SFusion and removing the zero-padding operation. The training max epoch is
set to 200. Following [5] setting, the batch size is set to 1. Adam [10] is utilized
with a learning rate of 1 x 10~* and progressively multiplies it by (1 - epoch /
max__epoch)®?. Losses of L1, Lcc and Lseq are employed as [5]. During train-
ing, to simulate real missing modalities scenarios, each training patient’s data
is fixed to one of 15 possible missing cases. For a comprehensive evaluation, we
test the performance of all 15 cases for each test patient.

Our implementations are on an NVIDIA RTX 3090(24G) with PyTorch 1.8.1.

3.3 Results.

Activity recognition. We compare SFusion with the EmbraceNet [9] on SHL2019.
As shown in Table 1, we also compare the results of other fusion methods, which
use the same processing (P) model and decision (D) model as [9]. (1) In the
early fusion method, the data of seven sensors are concatenated along their C

Table 2. Dice(%) performance for MRI modalities being either absent (o) or present
(o). * denotes significant improvement provided by a Wilcoxon test (p-values < 0.05).

Modalities WT TC ET
Tlce TI1 T2 Flair GFF SFusion GFF SFusion GFF SFusion
° o o o 68.24 69.75%* 73.27 75.63* 69.30 71.94%*
o . o o 64.45 69.11%* 46.93 53.86%* 23.74 29.71%*
o o . o 79.78 79.61 58.27 61.99%* 36.13 35.87
o o o . 81.82 83.97 50.53 52.84 29.50 34.40*
. . o o 74.99 75.30 75.89 80.35* 72.09 74.90*
. o . o 83.93 84.27%* 79.55 81.48%* 72.87 T4.74%*
. o o . 87.34 87.32 79.01 79.06 74.89 75.82
o . . o 81.76 81.78 59.75 66.67* 36.50 40.38%*
o . o . 85.86 86.39 61.92 62.31 37.52 38.22
o o . . 86.99 87.50%* 61.92 66.38%* 38.94 41.46%*
° . . o 84.48 84.59 79.83 82.32% 73.74 74.78
. . o . 88.03 88.04 80.50 82.04%* 74.53 75.44
. o . . 88.75 89.11%* 81.60 82.06 74.43 74.91
o ° ° . 86.84 87.63* 65.38 68.76* 40.90 43.53*
° . . . 88.65 88.93 81.29 82.18 74.55 73.76
Average 82.13 82.89%* 69.04 71.86% 55.31 57.32%
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Table 3. Ablation experiments. Table 4. } denotes results from [24].
Dice(%)|w/o CE|w/o MA|SFusion Dice(%) WT TC ET  Overall
WT 82.42 82.76 82.89 U-HVEDf{ [10] | 75.8 63.2 40.7 59.9
TC 70.39 70.93 71.86 ACNetT [23] 52.5 46.9 41.8 47.1
ET | 55.65 | 55.56 | 57.32 D2-Nett [24] | 76.2 66.5 42.3 617

SF_FDGF 82.1 69.2 54.9 68.7

dimension. The prediction results are obtained by inputting the concatenation
into a network of P and D in series. (2) For the intermediate fusion approach, the
EmbraceNet is replaced with the concatenation of feature representations along
their Ry dimension. (3) In the late fusion method, an independent network of P
and D in series is trained for each sensor, and then the decision is made from the
averaged softmax outputs. (4) In the confidence fusion model, the EmbraceNet
is replaced with the confidence calculation and fusion layers in [7]. The results
of different fusion methods on the validation data are presented in Table 1. Our
proposed SFusion outperforms the EmbraceNet in all four smartphone locations
and improves the overall accuracy from 65.22% to 67.47%.

Brain tumor segmentation. The quantitative segmentation results are
shown in Table 2. Compared with GFF, the network integrated with SFusion
achieves better average performance over the 15 possible combinations in all
three tasks. In particular, SFusion outperforms GFF for all the possible com-
binations in TC segmentation. Overall, SFusion achieves better Dice scores in
most situations (13,15,13 situations for WT, TC and ET segmentation, respec-
tively). In addition, we conduct the statistical significance analysis. The number
of situations with significant improvement are 6, 10 and 8 for WT, TC and ET,
respectively. It is provided by a Wilcoxon test (p-values < 0.05). Besides, we find
no significant drop in performance caused by SFusion. In addition, we compare
the SF_ FDGF (where GFF is replaced by SFusion) with current state-of-the-art
methods. Table 4 presents the average dice of 15 situations. For a fair compar-
ison, we conduct experiments on BraTS2018, adopt the same data partition
as [24], and cite the results in [24]. SF_FDGF achieves the best performance
and verifies the effectiveness of the SFusion.

Ablation experiments.The correlation extraction (CE) module and the
modal attention (MA) module are two key components in SFusion. We evaluate
the SFusion without CE and MA, respectively. SFusion without CE denotes that
feature representations are directly fed into the MA module (Fig. 2). SFusion
without MA means that we directly add the calculated feature representations
(I") up to get the fusion result. As shown in Table 1, we can find that SFusion
without CE performs worse than other methods. Compared with EmbraceNet,
the improvement of SFusion without MA is inconspicuous. As shown in Ta-
ble. 3, we present the averaged performance over the 15 possible combinations
on BraTS2020. It shows that both the CE and MA module lead to performance
improvement across all the tumor regions. Therefore, ablation experiments on
two different tasks show that both CE and MA play an important role in SFusion.
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4 Conclusion

In this paper, we propose a self-attention based N-to-One fusion block SFusion to
tackle the problem of multimodal missing modalities fusion. As a data-dependent
fusion strategy, SFusion can automatically learn the latent correlations between
different modalities and builds a shared feature representation. The entire fusion
process is based on available data without simulating missing modalities. In addi-
tion, SFusion has compatibility with any kind of upstream processing model and
downstream decision model, making it universally applicable to different tasks.
We show that it can be integrated into existing backbone networks by replac-
ing their fusion operation or block to improve activity recognition and achieve
brain tumor segmentation performance. In particular, by integrating with SFu-
sion, S FDGF achieves the state-of-the-art performance. In the future, we will
explore other tasks related to variable multimodal fusion with SFusion.
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