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Abstract. Noisy label problems are inevitably in existence within med-
ical image segmentation causing severe performance degradation. Pre-
vious segmentation methods for noisy label problems only utilize a sin-
gle image while the potential of leveraging the correlation between im-
ages has been overlooked. Especially for video segmentation, adjacent
frames contain rich contextual information beneficial in cognizing noisy
labels. Based on two insights, we propose a Multi-Scale Temporal Fea-
ture Affinity Learning (MS-TFAL) framework to resolve noisy-labeled
medical video segmentation issues. First, we argue the sequential prior
of videos is an effective reference, i.e., pixel-level features from adjacent
frames are close in distance for the same class and far in distance other-
wise. Therefore, Temporal Feature Affinity Learning (TFAL) is devised
to indicate possible noisy labels by evaluating the affinity between pix-
els in two adjacent frames. We also notice that the noise distribution
exhibits considerable variations across video, image, and pixel levels. In
this way, we introduce Multi-Scale Supervision (MSS) to supervise the
network from three different perspectives by re-weighting and refining
the samples. This design enables the network to concentrate on clean
samples in a coarse-to-fine manner. Experiments with both synthetic
and real-world label noise demonstrate that our method outperforms re-
cent state-of-the-art robust segmentation approaches. Code is available
at https://github.com/BeileiCui/MS-TFAL.
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1 Introduction

Video segmentation, which refers to assigning pixel-wise annotation to each
frame in a video, is one of the most vital tasks in medical image analysis.
Thanks to the advance in deep learning algorithms based on Convolutional Neu-
ral Networks, medical video segmentation has achieved great progress over recent
years [9]. But a major problem of deep learning methods is that they are largely
dependent on both the quantity and quality of training data [13]. Datasets anno-
tated by non-expert humans or automated systems with little supervision typi-
cally suffer from very high label noise and are extremely time-consuming. Even
expert annotators could generate different labels based on their cognitive bias [6].
Based on the above, noisy labels are inevitably in existence within medical video
datasets causing misguidance to the network and resulting in severe performance
degradation. Hence, it is of great importance to design medical video segmenta-
tion methods that are robust to noisy labels within training data [4,18].

Most of the previous noisy label methods mainly focus on classification tasks.
Only in recent years, the problem of noise labels in segmentation tasks has been
more explored, but still less involved in medical image analysis. Previous tech-
niques for solving noisy label problems in medical segmentation tasks can be
categorized in three directions. The first type of method aims at deriving and
modeling the general distribution of noisy labels in the form of Noise Transi-
tion Matrix (NTM) [3, 8]. Secondly, some researchers develop special training
strategies to re-weight or re-sample the data such that the model could focus on
more dependable samples. Zhang et al. [19] concurrently train three networks
and each network is trained with pixels filtered by the other two networks. Shi
et al. [14] use stable characteristics of clean labels to estimate samples’ uncer-
tainty map which is used to further guide the network. Thirdly, label refinement
is implemented to renovate noisy labels. Li et al. [7] represent the image with
superpixels to exploit more advanced information in an image and refine the
labels accordingly. Liu et al. [10] use two different networks to jointly determine
the error sample, and use each other to refine the labels to prevent error accu-
mulation. Xu et al. [15] utilize the mean-teacher model and Confident learning
to refine the low-quality annotated samples.

Despite the amazing performance in tackling noisy label issues for medical
image segmentation, almost all existing techniques only make use of the infor-
mation within a single image. To this end, we make the effort in exploring the
feature affinity relation between pixels from consecutive frames. The motivation
is that the embedding features of pixels from adjacent frames should be close
if they belong to the same class, and should be far if they belong to different
classes. Hence, if a pixel’s feature is far from the pixels of the same class in the
adjacent frame and close to the ones of different classes, its label is more likely
to be incorrect. Meanwhile, the distribution of noisy labels may vary among dif-
ferent videos and frames, which also motivates us to supervise the network from
multiple perspectives.

Inspired by the motivation above and to better resolve noisy label problems
with temporal consistency, we propose Multi-Scale Temporal Feature Affinity
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Fig. 1. Illustration of proposed Multi-Scale Temporal Feature Affinity Learning frame-
work. We acquire the embedding feature maps of adjacent frames in the Backbone
Section. Then, the temporal affinity is calculated for each pixel in current frame to ob-
tain the positive and negative affinity map indicating possible noisy labels. The affinity
maps are then utilized to supervise the network in a multi-scale manner.

Learning (MS-TFAL) framework. Our contributions can be summarized as the
following points:

1. In this work, we first propose a novel Temporal Feature Affinity Learning
(TFAL) method to evaluate the temporal feature affinity map of an image
by calculating the similarity between the same and different classes’ features
of adjacent frames, therefore indicating possible noisy labels.

2. We further develop a Multi-Scale Supervision (MSS) framework based on
TFAL by supervising the network through video, image, and pixel levels.
Such a coarse-to-fine learning process enables the network to focus more on
correct samples at each stage and rectify the noisy labels, thus improving
the generalization ability.

3. Our method is validated on a publicly available dataset with synthetic noisy
labels and a real-world label noise dataset and obtained superior performance
over other state-of-the-art noisy label techniques.

4. To the best of our knowledge, we are the first to tackle noisy label problems
using inter-frame information and discover the superior ability of sequential
prior information to resolve noisy label issues.

2 Method

The proposed Multi-Scale Temporal Feature Affinity Learning Framework is
illustrated in Fig. 1. We aim to exploit the information from adjacent frames
to identify the possible noisy labels, thereby learning a segmentation network
robust to label noises by re-weighting and refining the samples. Formally, given
an input training image z; € RE*W >3 and its adjacent frame x;_;, two feature
maps fi, fi—1 € RM¥WXCs are first generated by a CNN backbone, where h,w
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and Cy represent the height, width and channel number. Intuitively, for each
pair of features from f; and f;_1, their distance should be close if they belong to
the same class and far otherwise. Therefore for each pixel in f;, we calculate two
affinity relations with f; ;. The first one is called positive affinity, computed by
averaging the cosine similarity between one pixel f; (¢) in the current frame and
all the same class’ pixels as f; (i) in previous frame. The second one is called
negative affinity, computed by averaging the cosine similarity between one pixel
f+ (i) in current frame and all the different class’ pixels as f; (¢) in previous frame.
Then through up-sampling, the Positive Affinity Map a, and Negative Affinity
Map a, can be obtained, where ay,a, € RIXW  denote the affinity relation
between z; and x;_1. The positive affinity of clean labels should be high while
the negative affinity of clean labels should be low. Therefore, the black areas in
ap and the white areas in a,, are more likely to be noisy labels.

Then we use two affinity maps ap,a, to conduct Multi-Scale Supervision
training. Multi-scale refers to video, image, and pixel levels. Specifically, for
pixel-level supervision, we first obtain thresholds ¢, and ¢,, by calculating the
average positive and negative affinity over the entire dataset. The thresholds
are used to determine the possible noisy label sets based on positive and nega-
tive affinity separately. The intersection of two sets is selected as the final noisy
set and relabeled with the model prediction p;. The affinity maps are also used
to estimate the image-level weights A; and video-level weights Ay . The weights
enable the network to concentrate on videos and images with higher affinity con-
fidence. Our method is a plug-in module that is not dependent on backbone type
and can be applied to both image-based backbones and video-based backbones
by modifying the shape of inputs and feature maps.

2.1 Temporal Feature Affinity Learning

The purpose of this section is to estimate the affinity between pixels in the cur-
rent frame and previous frame, thus indicating possible noisy labels. Specifically,
in addition to the aforementioned feature map fi, f—1 € RM"*%*Cr we obtain
the down-sampled labels with the same size of feature map g};, g;_l € RixwxC,
where C means the total class number. We derive the positive and negative label
maps with binary variables: M,, M, C {0, 1}}“”}””. The value corresponds to
pixel (4, ) is determined by the label as:

My () = 1[5 () =51 ()], M) =[5 A5 G)] Q)

where 1 (-) is the indicator function. M, (¢, j) = 1 when ith label in g, and jth
label in fg;_l are the same class, while M, (¢,j) = 0 otherwise; and M, vise
versa. The value of cosine similarity map S € R* X" corresponds to pixel (i, j)
is determined by: S (4,j) = m We then use the average cosine
similarity of a pixel with all pixels in the previous frame belonging to the same

or different class to represent its positive or negative affinity:
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where ap, ¢, an 5 € R"> % means the positive and negative map with the same size
as the feature map. With simple up-sampling, we could obtain the final affinity
maps ap, a, € RHXW “indicating the positive and negative affinity of pixels in
the current frame.

ap, s (1) = (2)

2.2 Multi-Scale Supervision

The feature map is first connected with a segmentation head generating the pre-
diction p. Besides the standard cross entropy loss LEF (p, §) = — ZfIW g (2) logp (),
we applied a label corrected cross entropy loss LEE (p, ) = — >, AW5 (i) logp (i)
to train the network with pixel-level corrected labels We further use two weight
factors A; and Ay to supervise the network in image and video levels. The specific
descriptions are explained in the following sections.

Pixel-Level Supervision. Inspired by the principle in Confident Learning [12],
we use affinity maps to denote the confidence of labels. if a pixel z (7) in an image
has both small enough positive affinity a, (i) < t, and large enough negative
affinity a, (i) > t,, then its label § (i) can be suspected as noisy. The threshold
tp, tn, are obtained empirically by calculating the average positive and negative
affinity, formulated as t, = ﬁ Zap ca, Op; tn = ﬁ > a,ca, Gn, where @, @y
means the average value of positive and negative affinity over an image. The
noisy pixels set can therefore be defined by:

Z:={z(i)€x:ay(t p}ﬂ{z €xian(i)=ty}. (3)

Then we update the pixel-level label map gy as:

9(1) = 1(x(i) € ) p(i) + 1 (2(2) & 2) 5(3), (4)
where p(i) is the prediction of network. Through this process, we only replace
those pixels with both low positive affinity and large negative affinity.
Image-Level Supervision. Even in the same video, different frames may con-
tain different amounts of noisy labels. Hence, we first define the affinity confi-
dence value as: ¢ = @, +1—@,. The average affinity confidence value is therefore
denoted as: § =t, +1 — t,. Finally, we define the image-level weight as:

A\ = 20, (5)

A7 > 1 if the sample has large affinity confidence and A\; < 1 otherwise, therefore
enabling the network to concentrate more on the clean samples.

Video-Level Supervision. We assign different weights to different videos such
that the network can learn from more correct videos in the early stage. We
first define the video affinity confidence as the average affinity confidence of
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all the frames: ¢, = ﬁ ZwEV qz- Supposing there are N videos in total, we
use k € {1,2,--- , N} to represent the ranking of video affinity confidence from
small to large, which means kK = 1 and k = N denote the video with lowest and
highest affinity confidence separately. Video-level weight is thus formulated as:

o, if k<2
Ay = 0, + 3k1\_[N(9u — 01), if % <k < % (6)
O, if k> 2

where 6; and 6, are the preseted lower-bound and upper-bound of weight.
Combining the above-defined losses and weights, we obtain the final loss as:
L = A\ LOF + LEE | which supervise the network in a multi-scale manner.
These losses and weights are enrolled in training after initialization in an order
of video, image, and pixel enabling the network to enhance the robustness and
generalization ability by concentrating on clean samples from rough to subtle.

3 Experiments

3.1 Dataset Description and Experiment Settings

EndoVis 2018 Dataset and Noise Patterns. EndoVis 2018 Dataset is from
the MICCALI robotic instrument segmentation dataset of endoscopic vision chal-
lenge 2018 [1]. It is officially divided into 15 videos with 2235 frames for train-
ing and 4 videos with 997 frames for testing separately. The dataset contains
12 classes including different anatomy and robotic instruments. Each image is
resized into 256 x 320 in pre-processing. To better simulate manual noisy an-
notations within a video, we first randomly select a ratio of « of videos and in
each selected video, we divide all frames into several groups in a group of 3 ~ 6
consecutive frames. Then for each group of frames, we randomly apply dilation,
erosion, affine transformation, or polygon noise to each class [7,16,18,19]. We
investigated our algorithms in several noisy settings with a being {0.3,0.5,0.8}.
Some examples of data and noisy labels are shown in supplementary.

Rat Colon Dataset. For real-world noisy dataset, we have collected rat colon
OCT images using 800nm ultra-high resolution endoscopic spectral domain OCT.
We refer readers to [17] for more details. Each centimeter of rat colon imaged
corresponds to 500 images with 6 class layers of interest. We select 8 sections
with 2525 images for training and 3 sections with 1352 images for testing. The
labels of test set were annotated by professional endoscopists as ground truth
while the training set was annotated by non-experts. Each image is resized into
256 x 256 in pre-processing. Some dataset examples are shown in supplementary.
Implementation Details. We adopt Deeplabv3+ [2] as our backbone network
for fair comparison. The framework is implemented with PyTorch on two Nvidia
3090 GPUs. We adopt the Adam optimizer with an initial learning rate of le —4
and weight decay of le — 4. Batch size is set to 4 with a maximum of 100

https://endovissub2018-roboticscenesegmentation.grand-challenge.org/
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Table 1. Comparison of other methods and our models on EndoVis 2018 Dataset
under different ratios of noise. The best results are highlighted.

Data Method mIOU (%) |—ggey Sescgler;ce ml (s)e[{l(?) Seqa—] Dice(%)
Clean | Deeplabv3+ [2] | 5398 | 54.07 51.46 72.35 38.02 | 64.30
Deeplabv3+ [2] 50.42 49.90 48.50 67.18 36.10 60.60
STswin (22') [5] 50.29 49.96 4867 66.52 35.99 60.62
Noisy, = 0.3 RAUNet (19) [11] | 50.36 44.97 48.06 68.90  39.53 60.61
' 1 JCAS (22) [4] 48.65 48.77 46.60 64.83 34.39 58.97
VolMin (21') [8] 47.64 45.60 45.31 64.01 35.63 57.42
MS-TFAL(Ours) | 52.91 49.48 51.60  71.08 39.52 62.91
Deeplabv3+ [2] 42.87 41.72 42.96 59.54 27.27 53.02
STswin (22') [5] 44.48 40.78 45.22 60.50 3145 54.99
Noisy, o = 0.5 RAUNet (19) [11] | 46.74 46.16 43.08 63.00  34.73 57.44
' 1 JCAS (22) [4] 45.24 41.90 44.06 61.13 33.90 55.22
VolMin (21') [8] 44.02 42.68 46.26 59.67 27.47 53.59
MS-TFAL(Ours) | 50.34 | 49.15  50.17  67.37  34.67 60.50
Deeplabv3+ [2] 33.35 27.57 35.69 45.30 24.86 42.22
STswin (22') [5] 32.27 28.92 34.48 42.97 22.72 42,61
Noisy, o = 0.8) RAUNet (19) [11] | 33.25 30.23 34.95 44.99 22.88 43.67
' | JCAS (22) [4] 35.99 28.29 38.06 51.00 26.66 44.75
VolMin (21') [8] 33.85 28.40 39.38 43.76 23.90 42.63
MS-TFAL(Owrs) | 41.36 | 36.33  41.65  59.57  27.88 | 51.01
w/V 47.80 44.73 48.71 66.87 30.91 57.45
w/ V&1 48.72 43.20 48.44 66.34  36.93 58.54
Noisy, a = 0.5 Same frame 48.99 46.77 49.58 64.70 34.94 59.31
Any frame 48.69 46.25 48.92 65.56 34.08 58.89
MS-TFAL(Ouwrs) | 50.34 | 49.15  50.17  67.37  34.67 60.50

epochs for both Datasets. 6; and 6, are set to 0.4 and 1 separately. The video,
image, and pixel level supervision are involved from the 16th, 24th, and 40th
epoch respectively. The segmentation performance is assessed by mIOU and
Dice scores.

3.2 Experiment Results on EndoVis 2018 Dataset

Table 1 presents the comparison results under different ratios of label noises. We
evaluate the performance of backbone trained with clean labels, two state-of-
the-art instrument segmentation network [5,11], two noisy label learning tech-
niques [4, 8], backbone [2] and the proposed MS-TFAL. We re-implement [4, 8]
with the same backbone [2] for a fair comparison. Compared with all other
methods, MS-TFAL shows the minimum performance gap with the upper bound
(Clean) for both mIOU and Dice scores under all ratios of noises demonstrating
the robustness of our method. As noise increases, the performance of all base-
lines decreases significantly indicating the huge negative effect of noisy labels.
It is noteworthy that when the noise ratio rises from 0.3 to 0.5 and from 0.5
to 0.8, our method only drops 2.57% mIOU with 2.41% Dice and 8.98% mIOU
with 9.49% Dice, both are the minimal performance degradation, which further
demonstrates the robustness of our method against label noise. In the extreme
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Fig. 2. Comparison of qualitative segmentation results on EndoVis18 Dataset.

Image Ground truth Noisy label Noise variance Selected noise map Positive affinitymap ~ Negative affinity map

Fig. 3. Illustration of Noise variance and feature affinity. Selected noisy label (Fifth
column) means the noise map selected with Equation (3).

noise setting (o = 0.8), our method achieves 41.36% mIOU and 51.01% Dice
and outperforms second best method 5.37% mIOU and 6.26% Dice. As shown
in Fig. 2, we provide partial qualitative results indicating the superiority of MS-
TFAL over other methods in the qualitative aspect. More qualitative results are
shown in supplementary.

Ablation Studies. We further conduct two ablation studies on our multi-scale
components and choice of frame for feature affinity under noisy dataset with
a = 0.5. With only video-level supervision (w/ V), mIOU and Dice are increased
by 4.93% and 4.43% compared with backbone only. Then we apply both video
and image level supervision (w/ V & I) and gain an increase of 0.92% mIOU and
1.09% Dice. Pixel-level supervision is added at last forming the complete Multi-
Scale Supervision results in another improvement of 1.62% mIOU and 1.96%
Dice verifying the effectiveness in attenuating noisy label issues of individual
components. For the ablation study of the choice of frame, we compared two
different attempts with ours: conduct TFAL with the same frame and any frame
in the dataset (Ours is adjacent frame). Results show that using adjacent frame
has the best performance compared to the other two choices.

Visualization of Temporal Affinity. To prove the effectiveness of using affin-
ity relation we defined to represent the confidence of label, we display compar-
isons between noise variance and selected noise map in Fig. 3. Noise variance
(Fourth column) represents the incorrect label map and the Selected noise map
(Fifth column) denotes the noise map we select with Equation (3). We can ob-
serve that the noisy labels we affirm have a high overlap degree with the true
noise labels, which demonstrates the validity of our TFAL module.
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Table 2. Comparison of other methods and our models on Rat Colon Dataset.

Method |Deeplabv3+ [2]| STswin [5] | RAUNet [11] | JCAS [4] | VolMin [8] | MS-TFAL(Ours)

mIOU (%) 68.46 68.21 68.24 68.15 68.81 71.05
Dice(%) 75.25 77.70 77.39 77.50 77.89 80.17

3.3 Experiment Results on Rat Colon Dataset

The comparison results on real-world noisy Rat Colon Dataset are presented in
Table 2. Our method outperforms other methods consistently on both mIOU and
Dice scores, which verifies the superior robustness of our method on real-world
label noise issues. Qualitative results are shown in supplementary.

4 Discussion and Conclusion

In this paper, we propose a robust MS-TFAL framework to resolve noisy label
issues in medical video segmentation. Different from previous methods, we first
introduce the novel TFAL module to use affinity between pixels from adjacent
frames to represent the confidence of label. We further design MSS framework
to supervise the network from multiple perspectives. Our method can not only
identify noise in labels, but also correct them in pixel-wise with rich temporal
consistency. Extensive experiments under both synthetic and real-world label
noise data demonstrate the excellent noise resilience of MS-TFAL.
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Fig. 4. Examples of EndoVis 2018 Dataset [1] including images , clean and noisy labels.
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Fig. 5. Examples of Rat Colon Dataset.
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Fig. 6. Qualitative segmentation results on EndoVis 2018 Dataset (a = 0.3).
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Fig. 7. Qualitative segmentation results on EndoVis 2018 Dataset (a = 0.5).
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Fig. 8. Qualitative segmentation results on EndoVis 2018 Dataset (o = 0.8).
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Fig. 9. Qualitative segmentation results on Rat Colon Dataset.
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