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Abstract

Traditional text classification tasks require the test set to contain the
same classes (known/seen classes) as the training set. However, when
the new classes (unknown/unseen classes) appear during testing, the
traditional classifier cannot recognize them effectively. As a result, a
qualified open text classifier should be able to classify known classes
as well as identify unknown classes, e.i., open classfication. But cur-
rent open text classifiers perform poorly on the task. To address the
issue, we propose a two-stage learning model based on dynamic bal-
ance of decision boundary to complete the open text classification
task. We call it open text classification with dynamic boundary bal-
ance (OCD2B). First, we construct a traditional classifier based on
BERT(Bidirectional Encoder Representation from Transformers) model
to classify the known classes. Second, the prior knowledge of known
classes is used to dynamically determine the decision boundaries between
known classes and unknown classes. We propose a boundary loss
function as boundary balance strategy to simultaneously reduce open
space risk and empirical risk. Experiments on two standard datasets
show that our method achieves better performance than existing other
methods. In particular, OCD2B has even greater advantages over the
others especially when the proportion of unknown classes is large.

Keywords: open text classification, two-stage learning model, decision
boundary, open space risk, empirical risk
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1 Introduction

In the traditional supervised learning text classification task, the classifier
requires the training set to have the same class space as the test set. [1] referred
to it as closed-world assumption. This opinion has been widely adopted in
many fields of natural language processing, such as emotion analysis, spam
recognition, and news classification. However, the dynamic open environment
frequently contains scenes that the model has never seen before. It is critical to
distinguish these unknown scenes as much as possible from the known scenes.
For example, in a dialogue system, user intent is typically very complex and
some intents that the model has not learned always exist. In addition, when the
e-commerce system classifies commodities using the commodity description, it
also needs to identify the classes that are not recorded in the system. It is a
challenging task because it is difficult to obtain prior knowledge of unknown
classes for lack of unknown samples [2] and master the number of unknown
classes during testing. In the field of natural language processing, a better clas-
sifier is required not only to classify known classes but also to obtain a novel
mechanism to discover unknown classes. [1] referred to it as open (world) clas-
sification.

According to [3], open text classification is an m+1 classification task,
where m is the number of known classes. li is the i

th known class label given a
label set L = {l1, l2, ..., li, . . . , lm} of a training set. The labels of all unknown
classes are defined as lm+1; thus, all classes that do not belong to L are labeled
as unknown classes. Our task is to classify the m-class known classes into
their corresponding classes correctly while identifying the (m+1)th class as
suggested in [3–5], where the (m+1)th class represents the unknown class.

In recent years, some progress has been made in the research on open
text classification. [1] proposed Center-Based Similarity (CBS) space learn-
ing method in [6] and the method assumed that each known class is wrapped
in a “ball”. The centroids of “ball” is obtained by averaging the vector, and
the sphere acts as decision boundary (all radii are 0.5). According to [7], The
BERT model is used to vectorize sentences, and then a post-processing method
is proposed to learn adaptive decision boundary of “ball”. Inspired by these
works, we propose a two-stage model based on the dynamic balance of the deci-
sion boundary. To perform open text classification, the model utilize the prior
knowledge of the known classes to dynamically adjust the decision boundary.

The main contributions are as follows:
1) We propose OCD2B, a novel approach for open text classification based

on dynamic balance of decision boundary. The boundary loss function dynam-
ically adjusts the decision threshold by the prior knowledge of known classes,
and then obtain the decision boundary.

2) The experimental results on two standard datasets show that our method
exhibits better performance than the previous methods.

The remainder of the paper is organized as follow. Section 2 introduces
related works as well as background information on open classification. The
method are also introduced in this section. Section 3 presents the details of the
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method, including the architecture of classification net, the choice of decision
boundary and the mechanism of open text classification. Section 4 provides
two experiments to evaluate the method compared with other models and
demonstrate its effectivenes. Finally, Section 5 presents this paper’s conclusion.

2 Related Work

There are some previous methods for open classification. [8] initially propose
the concept of open space risk in computer vision to evaluate open classifica-
tion. They recognize unknown images using the SVM’s hyperplane of binary
classification. The concept of open space risk was subsequently applied to
the field of natural language processing. [4] fit the probability distributions
for each class based on statistical Extreme Value Theory (EVT) and use a
Weibull-calibrated multiclass SVM for open classification task. [9] build a
Weibull-calibrated SVM classifier using EVT that further improves the per-
formance. They referred it as Compact Abating Probability (CAP) model.
However, these methods determine decision boundaries by using unknown
class samples. [1] reduce the open space risk by setting the fixed boundary of
each known class in sphere. However, traditional machine learning [1, 8] only
focused on the n-gram information among sentences instead of high dimen-
sional semantic features. Results show that the performance of these methods
is poorer than deep learning method according to [10].

Because machine learning is limited in capturing high-level semantic fea-
tures, many researches employ deep neural network to solve open classification
task. [11] propose a new method called OpenMax in computer version for open
set recognition and one weak assumption is that it still need prior knowledge
of unknown classes. [10] extract text features by Convolutional Neural Net-
work (CNN), and then the distance between the sentence and the class center
was mapped into a probability value through the Weibull distribution. [12]
considered the highest probability score of the final softmax of the classifier
and compared it with 0.5 to indicate whether it belongs to known classes or
unknown classes. The above two methods cannot achieve good results in open
classification due to fixed thresholds, which are similar to [1]. [3] replaced soft-
max with sigmoid in the last layer of CNN, and a threshold is determined
for each known class as the decision boundary based on statistics. Instead,
CNN often focuses on to the local information of the text, which assuming
that the output probability of the training set conforming to the Gaussian
distribution frequently fails in large amounts of data. [2] utilize margin loss
to increase the inter-class variance and reduce the intra-class variance for
unknown intent detection. Then density-based detection algorithm called local
outlier factor LOF is used to detect unknown classes. However, it does not
take open space into consideration for distinguishing the open intent. [13] pro-
pose a post-processing method to extract text features using neural network
to discover the unknown intention of dialogue system. [7] utilize BERT model
to extract text feature, and then propose a post-processing method to reduce
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open space risk and empirical risk. [31] takes advantage of the sequence-to-
sequence language model BART to creat distributionally shifted example from
the training examples, which aimed at learning an open representation. [33]
focus on the unsupervised out-of-domain detection. They propose a supervised
contrastive learning objective to minimize intra-class variance and maximize
inter-class variance. [32] start from the nature of out-of-domain intent classifi-
cation and futher utilize K-Nearest Neighbors of in-domain intents to obtain
discriminative semantic features for out-of-domain detection.

Fig. 1 Model architecture of OCD2B.The classification net is a traditional classifier built by
BERT, which is used to classify known classes and provide prior knowledge of known classes
for decision boundaries. The open classifier utilizes the prior knowledge of known classes and
dynamically adjust the decision boundary, which aimed to distinguish the unknown classes.
The classification net and open classifier work together to perform open text classification.

3 Method

The structure of OCD2B is shown in Fig. 1 and the entire model consists of two
parts. The classification net classifies known classes, and the open classifier can
identify unknown classes using a dynamic boundary balance strategy. These
components work together to complete the open text classification.

3.1 Classification Net

A traditional classifier(classification net) is constructed based on the BERT
model, and it used to classify known classes and provide the prior knowledge
of known classes for decision boundaries. The architecture of the classifier is
shown in the left of Fig. 1, we train the classification net in the stage 1○. The
token [CLS, Tok1, Tok2, ..., Tokn] is input into the classification net, and then
output token embedding [C, T1, Tok2, . . . , TokQ] ∈ R(Q+1)×H . As suggested



Springer Nature 2021 LATEX template

Article Title 5

in [7], we perform mean-pooling on these token embeddings to obtain averaged
vector xi:

xi = mean− pooling([C, T1, T2, .., TQ]) (1)

where Q is the length of the sequence, H is the size of the hidden layer.
Then, the vector xi is used to obtain the m probability values to perform

the classification by two linear layers. The first linear layer is dense layer
followed by a ReLU function as the activation function. The second linear layer
called classifier layer plays the role of dimension reduction, reducing the high-
dimensional vector obtained by the dense layer to m dimension, which using
sigmoid function as the activation function to output m probability values
p1:m.

p1:m = σ(W2(ReLU(W1:x1:k
+ b1)) + b2) (2)

where p1:m is the probability sequence of one test sample corresponding to
each known class. W1, b1, W2 and b2 are trainable weights. σ is the sigmoid
function. We select the binary cross-entropy loss function Lc, as follows:

Lc = −

n
∑

i=1

m
∑

j=1

I(ti = li)log(ti = li)) + (1− I(ti 6= li))log(1− (ti = li)) (3)

where n is batch size, p(·) is the probability value of sigmoid output, ti is the
real sample label, li is the expected sample label, and I(·) is defined as follows:

I(·) =

{

1, ti = li
0, ti 6= li

(4)

As shown in Fig. 1, after the training classification net, we extract the
m dimension pre-training logits from classifer layer as the prior knowledge of
known classes to determine the decision boundaries.

3.2 Dynamic Boundary Balance

The right of Fig. 1 is the open classifier. Its main function is to execute the
boundary balance strategy based on classification net and obtain the deci-
sion threshold through training. The BERT model has strong text feature
representation capabilities, so it can maximize inter-class variance and min-
imize intra-class variance. In the traditional text classification, the sigmoid
probability scores of known classes are often in the “higher” part of the sig-
moid function. However, because unknown classes do not participate in the
training of the model, the output probability score often falls on the “lower”
part. Therefore, with classification net “dividing” known classes and unknown
classes in different space, open text classification can be implemented by intro-
ducing a dividing line as the decision boundary on the sigmoid function.

In the phase, m dimension pre-training logits is input into the boundary
controller to determine decision boundaries d(λ1), d(λ2),..., d(λm) in the right
of Fig. 1. Specifically, we propose a boundary loss function Lλ dynamically
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adjust the decision λ by the prior knowledge of known classes in the stage 2○,
and then obtain the decision boundary to segment known classes and unknown
classes, as follows:

Lλ =

n
∑

i=1

kδ(yi − λyi
) + (1− δ)(λyi

− yi) (5)

where yi is the output of train set at the classifier layer, λyi
denotes the

decision threshold of the known class corresponding to yi, and n is batch size.
During the initialization of λyi

, its range is within (-∞, +∞), conforming to
the Gaussian distribution. δ is defined as follows:

δ =

{

1, yi ≥ λyi

0, yi < λyi

(6)

During the training of the open classifier, λ is updated by the following:

λ = λ− η
∂Lλ

λ
(7)

where η is the learning rate. we dynamically select λ by Algorithm 1.

Algorithm 1 Decision Threshold Selection Algorithm

Require: initial decision threshold λ1:m.
Ensure: final decision threshold λ̀1:m.
1: while minimize Lλ do

2: compute boundary loss Lλ by Eq. (5) during training the open classifier.

3: update λ̀1:m←λ1:m by Eq. (7).
4: end while

5: return λ̀1:m

The decision boundary can balance open space risk and empirical risk to
perform open classification. We assume that if (yi-λi) ≥ 0, the known samples
will be below the corresponding decision boundaries and identified as unknown
classes, which will cause the empirical risk. However, if (λi-yi) < 0 , more
unknown samples will be above the corresponding decision boundaries and
identified as known classes. So we need “move up” the decision boundaries to
reduce the open space risk. We define k as a balance factor to make decision
boundaries adaptive to known class space. The left loss (yi-λi) of Eq. (5) will
increase with the increase in k and reduce the open space risk. For example,
as shown in Fig. 2, when k = 1, a large number of known class samples are
under the decision boundary, which affects the classification performance of
the model. When k = 4, the decision boundary will “move down”, and it can
better distinguish known classes and unknown classes. However, If the k is too
large, more unknown classes will be identified as known classes, which leading
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to empirical risk. Thus, we utilize a grid search algorithm for selecting k and
our method achieves the best results when k = 14.

During training, the “boundary loss” is calculated repeatedly through Eq.
(5) to minimize Lλ. Finally, the decision boundary can achieve balance between
known and unknown classes. it can reduce the open space risk and empirical
risk at the same time.

Fig. 2 (A) shows k = 1, and (B) shows k = 4. Blue points represent unknown classes, and
purple points represent known classes

3.3 Open Classification

After the two stages, each known class has a definite decision threshold λ.
Each decision threshold λ determines a unique decision boundary d(λ). In the
stage 3○, the output probability of the unknown classes becomes below the
corresponding decision boundary, and the known classes becomes above the
decision boundary. If the predicted probability value of a test sample output
at classification net is less than the decision boundary of the corresponding
known class, then it belongs to the unknown class. Otherwise, it belongs to the
known class with the highest probability value. The formula for implementing
open classification is as follows:

ŷ =

{

unknown class, if d(yi) < d(λyi
)

argmaxli∈Ld(λyi
), otherwise

(8)

where L is the set of labels for known classes,m is the number of known classes,
and d(·) is the sigmoid function.

The sigmoid activation function has three advantages. First, it can make the
range of decision boundary be within (0, 1). Second, it is totally differentiable
with different λ. Finally, it can introduce nonlinear factors and be convenient
for derivation.
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4 Expriment

In this section, two datasets are firstly introduced. Then we introduce six
baselines. Next, in the experiment of section 4.3, we introduce the evaluation
metrics and in the experiment of section 4.4, we analyzed the experimen-
tal results on two datasets. Finally, we make a fine-grained analysis of the
experimental results

4.1 Datasets

Two datasets are used to better compare with other models to complete the
experiments. Both datasets belong to the short text dataset because the max-
imum token length of BERT is 512.
OOS It is a dataset of semantic intention classification, covering common
intent in daily life [14]. It contains 150 classes. Each class consists of 150 labeled
sentences. We select 100 sentences as the training set, 20 sentences as the vali-
dation set and 30 sentences as the test set for each class. The maximum token
length in the dataset is 28, and the average token length is 8.31.
BANKING It is a fine-grained problem consultation dataset in the banking
field [15]. It contains 77 classes, and the number of queries in each class is dif-
ferent, with a total of 13083 queries. We select 9003 queries as the training
set, 1000 queries as the validation set, and 3080 queries as the test set. The
maximum token length of the queries is 79, and the average token length is
11.91.

4.2 Baselines

Our OCD2B compared with the following baseline model and the experimen-
tal results are shown in Tables 1 and 2, respectively.
MSP The model utilizes the probability score by softmax as the classification
basis after the last linear layer, and then selects the class with the highest
probability for comparison at 0.5 [12]. If it is lower than 0.5, then it is judged
as unknown class; otherwise, it belongs to one of the known classes.
DOC The algorithm replaces softmax with sigmoid and determines the thresh-
old for each known class based on statistical method as the decision boundary
of each class to find unknown classes [3].
OpenMax OpenMax is an open set recognition by CNNs with a softmax
output layer in computer vision, we adapt it for open text classification [11].
Firstly, it uses logits as the feature space and fit a Weibull distribution. Then,
it recalibrate the confidence scores with the OpenMax Layer to perform open
text classification.
DeepUnk It uses margin loss to increase inter-class variance and reduce intra-
class variance, and then uses the outlier detection algorithm LOF to find new
classes [2].
ADB The BERT model is used to extract text features, and the mean value of
the vector is used as the class center [7]. A post-processing method of defined
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loss function is proposed to determine the decision boundary. Finally, it car-
ries out open classification by calculating the distance between data points
and each class.
OCD2B (k = 1) It is the basic OCD2B (k = 1). We compare it with con-
ventional OCD2B (k = 14) to show the effect of balance factor k = 1 for the
select of decision boundaries.

Table 1 Accuracy and macro-F1 score of open classification with different known class
proportions on OOS

Methods
25% 50% 75%

Accuracy F1-score Accuracy F1-score Accuracy F1-score

MSP 47.02 47.62 62.96 70.41 74.07 82.38
DOC 74.97 66.37 77.16 78.26 78.73 83.59
OpenMax 68.50 61.99 80.11 80.56 76.80 73.16
DeepUnk 81.43 71.16 83.35 82.16 83.71 86.23
ADB 87.59 77.19 86.54 85.05 86.32 88.53

OCD2B (k = 1) 90.27 72.49 84.10 74.53 73.33 69.29
OCD2B 91.97 81.63 88.86 85.42 85.94 86.76

Table 2 Accuracy and macro-F1 score of open classification with different known class
proportions on BANKING

Methods
25% 50% 75%

Accuracy F1-score Accuracy F1-score Accuracy F1-score

MSP 43.67 50.09 59.73 71.18 75.89 83.60
DOC 56.99 58.03 64.81 73.12 76.77 83.34
OpenMax 49.94 54.14 65.31 74.24 77.45 84.07
DeepUnk 64.21 61.36 65.31 74.24 78.53 84.31
ADB 78.85 71.62 78.86 80.90 81.08 85.96
OCD2B (k = 1) 85.89 65.98 79.20 76.96 69.38 73.59
OCD2B 80.81 73.11 80.31 81.65 81.52 86.20

4.3 Evaluation Metrics

We hold that open text classification is an extension of multi-text classifica-
tion. Previous works conducted by [3] and [2] take macro-F1 score as the only
evaluation metric. In this paper, we use macro-F1 score and accuracy as eval-
uation metrics. In the experiment, This study varies the number of training
classes and use 25%, 50%, and 75% classes for training and all classes for test-
ing. Taking OOS as an example, for 25% classes, we use 38 classes for training
and all 150 classes for testing. We count 10 times and average the results in
every setting. The experimental results are shown in Tables 1 and 2, and the
best results are highlighted in bold.
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4.4 Experimental Settings

We use the BERT model (BERT-uncased, with 12-layer transformer, 768 hid-
den size, and 12 self-attention heads) implemented by Pytorch. The learning
rate of classifica-tion net is 2e-5, and the learning rate of open classifier is 0.05.
The batch size during the training is 64, and the batch size during evaluation
and testing is 32. We use Adam as optimizer in classification net and open
classifier.

Table 3 Accuracy of classification net perfroming traditonal classfication on validation
set and test set, respectively. Traditional classification refer to test set and training set
have the same class space

Methods
25% 50% 75%

OOS BANKING OOS BANKING OOS BANKING

Validation set 98.55 98.88 97.87 96.09 95.94 94.30
Test set 97.69 95.49 96.75 93.63 95.78 92.04

4.5 Result Analysis

The results of BANKING and OOS are shown in Tables 1 and 2, respectively.
The tables show the following ob-servations:
1. The performance of OCD2B is better than MSP, DOC, and DeepUnk at all
settings. It still has advantages in some respects compared with ADB.
2. For 25% setting, our method achieves quite good results. The accuracy
and f1-score is ahead of other models on OOS. On BANKING, the f1-score
is higher than other baselines but its accuracy(80.81) is less than OCD2B(k
= 1)(85.89). We analyze that the decision boundaries of OCD2B(k = 1) are
in “higher” position so that some known classes are incorrecty classifiied as
unknown classes but a large number of unknown classes is correctly recognized.
As a consequence, the accuracy score is very high but the f1-score is very low.
3. For 50% settings, our model is significantly ahead of others. Compared with
the best results of other baselines, our method improves accuracy on OOS
by 2.32%, on BANKING by 1.45% and improves f1-score on OOS by 0.37%,
on BANKING by 0.75%. We hold that the selection of decision boundaries
plays an important role. The method of dynamically determining the thresh-
old based on the prior knowledge of known classes acts as a good decision
boundary. It considerably reduces the inaccurate classification, for example,
one known class are incorrectly identified as other known classes or unknown
classes are incorrectly identified as known classes.
4. For 75% settings, our method still outperforms MSP, DOC, and Deep-
Unk. However, OCD2B are slightly worse than those of ADB on OOS but
outperforms it on BANKING. We analyze the reason is that the traditional
classification performance of classification net decline with the increase of
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known classes as shown in Table 3. That is, some known classes will be clas-
sified as other known classes.

Secondly, we also perform fine-grained expriments as suggested in Zhang,

Table 4 Results of open classification with different known class proportions on OOS.
“Known” and “Open” denote the macro F1-score over known classes and open class
respectivel

Methods
25% 50% 75%

Known Open Known Open Known Open

MSP 47.53 50.88 70.58 57.62 82.59 59.08
DOC 65.96 81.98 78.25 79.00 83.69 72.87
OpenMax 61.62 75.76 80.54 81.89 73.13 76.35
DeepUnk 70.73 87.33 82.11 85.85 86.27 81.15
ADB 76.80 91.84 85.00 88.65 88.58 83.92
OCD2B (k = 1) 71.92 94.07 74.35 88.14 69.24 75.24
OCD2B 81.44 94.93 85.35 91.07 86.68 84.61

Table 5 Results of open classification with different known class proportions on
BANKING. “Known” and “Open” denote the macro F1-score over known classes and open
class respectively

Methods
25% 50% 75%

Accuracy F1-score Accuracy F1-score Accuracy F1-score

MSP 50.55 41.43 71.97 41.19 84.36 39.23
DOC 57.85 61.42 73.59 55.14 83.91 50.60
OpenMax 54.28 51.32 74.76 54.33 84.64 50.85
DeepUnk 60.88 70.44 77.74 69.53 84.75 58.54
ADB 70.94 84.56 80.96 78.44 86.29 66.47
OCD2B (k = 1) 64.66 91.18 76.85 81.04 73.83 60.01
OCD2B 72.20 85.90 81.76 80.26 86.16 68.62

Xu, and Lin (2021). Tables 4 and 5 show the macro F1-score on open intent
and known intents respectively. we can observe that our method still achieves
better performance in most settings compared with other models. In the 75%
setting on OOS, our model(86.68) is slightly worse than but closed to ADB on
known classes(88.58). In addtion, the basic OCD2B(k = 1) achieves best score
in the 25% and 50% settings on open class of BANKING. That is because
the decision boundaries are “higher” position the same as 25% setting of open
classification.

Finally, as shown in Fig. 3, we record the training loss, accuracy and f1-
score of open classifier during training for 50% known classes on BANKING.
We can observe that our method enable decision boundaries converge quickly
by approximately 6 epochs.
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Fig. 3 (A), (B) and (C) shows the training loss, accuracy and f1-score of open classifier
during training, respectively

5 Conclusion

In this paper, we propose a new method called OCD2B for open text clas-
sification. First, we utilize the BERT to construct a traditional classifier
classification net that can effectively separate known classes from unknown
classes. Then, on this basis, we utilize the trained threshold to obtain the
decision boundary to perform open text classification. Finally, we showed that
OCD2B performs better than the state-of-the-art methods from both the text
classification domains.

Subsequently, we plan to continue to improve the accuracy of traditional
classification when maintaining the ability to “separate” known classes from
unknown classes, such as using xLNet model. We also consider the meta learn-
ing mechanism. The ability of lifelong learning is added on the basis of our
model. When sufficient unknown classes of a certain class are learned, the
model adds it to the known class set to have the learning ability of “people”.
More importantly, we will continue to explore the classification of unknown
samples that belongs to an unknown class.
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