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Abstract. Foundation large language models (LLMs) have shown an
impressive ability to solve tasks across a wide range of fields including
health. To effectively solve personalized health tasks, LLMs need the
ability to ingest a diversity of data modalities that are relevant to an
individual’s health status. In this paper, we take a step towards creating
multimodal LLMs for health that are grounded in individual-specific data
by developing a framework (HeLM: Health Large Language Model for
Multimodal Understanding) that enables LLMs to use high-dimensional
clinical modalities to estimate underlying disease risk. HeLM encodes
complex data modalities by learning an encoder that maps them into
the LLM’s token embedding space and for simple modalities like tab-
ular data by serializing the data into text. Using data from the UK
Biobank, we show that HeLM can effectively use demographic and clini-
cal features in addition to high-dimensional time-series data to estimate
disease risk. For example, HeLM achieves an AUROC of 0.75 for asthma
prediction when combining tabular and spirogram data modalities com-
pared with 0.49 when only using tabular data. Overall, we find that
HeLM outperforms or performs at parity with classical machine learning
approaches across a selection of eight binary traits. Furthermore, we in-
vestigate the downstream uses of this model such as its generalizability
to out-of-distribution traits and its ability to power conversations around
individual health and wellness.

Keywords: Multimodal Large Language Models · Health · UK Biobank.

1 Introduction

Foundation large language models (LLMs) have been shown to solve a range of
natural language processing (NLP) tasks without having been explicitly trained
to do so [4,36]. As a result, researchers are adapting LLMs to solve a variety of
non-traditional NLP problems across domains. A recent perspective [23] outlined
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Fig. 1: Overview of HeLM, a multimodal LLM for health. Text features
(orange) are tokenized and embedded into the token embedding space via a
standard embedding matrix. Non-text modalities such as clinical data (blue)
or high-dimensional lung function measures (green) are encoded into the same
token embedding space via modality-specific encoders. The LLM is tuned to
quantify disease risk given complex multimodal inputs.

a variety of health-related use cases that could benefit from foundation LLMs
that have not only generalist medical knowledge but that are also infused with
individual-specific information such as lab values (e.g., cholesterol and triglyc-
erides), imaging, time-series data, health tracker metrics (e.g., daily step count
and heart rate), genome sequences, genetic risk scores, and other omics data
modalities. These use cases range from AI clinician assistants to AI-powered
early warning systems to user-facing health and wellness chatbots.

While the potential applications for foundation LLMs in health are wide-
ranging, at the core of each there is a fundamental need for the model to ingest
complex multimodal individual-specific data and use it to gain an understanding
of the individual’s underlying health risks. The model can then condition re-
sponses to queries on the derived risk profile of an individual. Though there has
been promising recent work in developing generalist medical LLMs [38,30,31,32],
the problem of using multimodal individual-specific information as context for
health-related tasks remains understudied. More broadly, this capability rep-
resents one aspect of the general movement towards personalization of LLMs
[18,28], which encompasses not only the technical challenges of data integration,
but also the complex ethical questions around how the model can and should be
used.

Providing relevant health information to an LLM could be as simple as in-
cluding important disease risk factors, such as lab values, in the prompt by
representing these factors as text [16,10]. Furthermore, in-context learning tech-
niques such as few-shot prompting [4] can be employed by giving the model
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examples that help it to connect risk factors to underlying disease. However,
this solution isn’t likely to work for the many complex data modalities found
in the health space [1]. For example, it isn’t clear how to incorporate images,
time-series data, or even rich structured tabular data into the LLM prompt. Fur-
thermore, health factors may not be clearly captured by a single modality but
rather may be best predicted by simultaneously incorporating features drawn
from multiple modalities.

Recently, a variety of methods have been introduced to extend LLMs to
the multimodal setting. The majority of these methods have focused on images
and text [25,21,2,17,39,24] with some models adding the ability to incorporate
diverse modalities, such as the movements of robots, video, and audio [11,12,22].
However, these nascent methods have not yet been applied to the health domain.
On the other hand, there are a variety of classical machine learning methods for
integrating multiple data modalities that are routinely applied in the health
domain [1]. Examples include logistic regression classifiers that take multiple
modalities as input, various fusion models [19], autoencoder-based models [37],
and cross-supervision models [40]. However, these traditional approaches lack
several potential advantages when compared to LLM-based methods.

First, foundation LLMs may have encoded extensive prior knowledge about
health related traits. For example, an LLM likely understands that hyperten-
sion is the same as high blood pressure and may even know something about
what number ranges correspond to—normal or high. This prior knowledge can
be useful when dealing with heterogeneous data or with data that only has
fuzzy labels. Secondly, LLMs can incorporate additional prior knowledge through
prompt engineering, whereas in traditional ML methods including priors can be
cumbersome. Thirdly, LLMs may have a high degree of flexibility in working
with missing data. Whereas traditional methods require imputation of missing
values or dropping samples, LLMs can be prompted to ignore missing values or
they can be omitted completely without architectural changes. Finally, many
foundation LLMs are conversational by design, so they can more naturally be
used for applications such as those mentioned previously: user-facing health and
wellness chatbots.

In this paper, we take a step towards multimodal LLMs for health that are
grounded in individual-specific data by developing a framework called HeLM
that enables LLMs to use health-related features to estimate underlying disease
risk. The idea is that an LLM with a representation of background risk, can
use this as context in answering health-related queries. We formulate a disease
classification task and then use the LLM, Flan-PaLMChilla 62b [7], to score
potential outcomes. We compare the LLM score with classic supervised machine
learning methods such as logistic regression and gradient-boosted decision trees
by evaluating their ability to distinguish between individuals with and without
the disease.

Using data from the UK Biobank [5], we evaluate different ways of prompting
and encoding data and passing it to the LLM to classify disease status. First,
we serialize health-related features into text similar to previously proposed ap-
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proaches [16,10]. We evaluate zero-shot, few-shot, and a parameter-efficient soft-
prompt tuning approach [20]. Generally, we find that the LLM performs better
than random in the zero-shot and few-shot cases, and has comparable and of-
ten equivalent performance to standard approaches such as logistic regression
and a gradient-boosted decision trees (implemented in XGBoost [6]) after soft-
prompt tuning. Additionally, for some diseases (e.g., diabetes), the zero-shot
and few-shot approaches perform surprisingly well when compared with logistic
regression and XGBoost, giving evidence to the model’s use of prior knowledge
related to disease risk. However, we observe that performance degrades with
an increase in the number of input features indicating that the model does not
always fully capture signal from serialized text.

To better capture signal from quantitative data, we propose HeLM, a mul-
timodal approach to disease risk estimation based on the PaLM-E framework
[11]. In HeLM, non-text modalities are mapped via encoders (trained over input
examples) into the same token embedding space as text, where a separate en-
coder is learned for each modality (see Figure 1). We show that HeLM matches
the performance of classical machine learning methods (logistic regression and
XGBoost) and, in some cases, outperforms both the logistic regression and XG-
Boost models. We show results for encoding tabular data and spirogram curves,
a time series representation of lung function used for respiratory disease diagno-
sis [33,8]. Finally, we explore how HeLM that has been tuned to quantify disease
risk can be used in downstream conversational tasks. Here, we find that conver-
sational ability degrades in the tuned LLM, which is consistent with what others
have reported [35]. We discuss future directions such as fine-tuning schemes that
may mitigate degradation.

2 Methods

2.1 LLMs with Tabular Data

An individual’s health status is often represented by a set of values stored in tab-
ular format. We explore whether serializing tabular data into natural language
and passing the resulting text to the LLM (Flan-PaLMChilla 62b [7]) is suffi-
cient to achieve strong predictive performance. We construct serialized inputs by
mapping table column names and corresponding values into JSON-like format,
which is combined with the base prompt. For example, for diabetes prediction,
we formulate the following sentence using the data: “Predict if a patient has the
condition or not. bmi: {28.9}. age: {67.0}. sex: {male}. diabetes: {”. We then
compute the log-likelihood of the sentence being completed with “yes}” or “no}”.
This log-likelihood serves as a risk score and can be evaluated using metrics such
as AUROC and AUPRC to assess discriminatory power.

We evaluate the LLM’s performance in the zero-shot, few-shot and soft-
prompt tuning settings. In the zero-shot setting, the serialized text input is given
directly to the model. In this case, the LLM heavily leverages prior knowledge. In
the few-shot scenario, we prefix 10 examples randomly sampled from the training
dataset to the model’s prompt. For soft-prompt tuning, following [20], we learn
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a soft prompt to condition the frozen language model to perform well on the
diseases of interest.

Briefly, soft-prompt tuning is a parameter efficient tuning technique that’s
commonly used to steer the frozen LLM to perform well on a downstream task
given labeled data. Instead of fine-tuning the weights of the LLM or forming a
hard prompt out of tokens as in the few-shot scenario, soft-prompt tuning learns
a matrix P ⊂ Rp×k in the token embedding space, where p is the length of the
prompt and k is the size of the language embedding space. The soft-prompt P
is then concatenated with the embedded tokens and passed to the decoder. We
train the soft-prompt using pairs of examples (X,Y ) and backpropagation to
update the soft-prompt with the goal of maximizing the probability of Y . We
train for 20,000 steps and use 1000 training examples.

2.2 Multimodal LLMs for health: HeLM

To enable the LLM to reason over complex high-dimensional inputs, we embed
non-text data modalities, including time-series data like spirograms and tabular
data, into the same latent space as the language tokens (see Figure 1). We use
separate encoders for each non-text data modality, where each encoder learns a
mapping to the token embedding space. This approach is based on the PaLM-E
framework [11]. All of the inputs are then processed together by a pre-trained
LLM. More precisely, LLMs typically tokenize the words in a sentence and map
the resulting tokens wi into a language embedding space X ⊂ Rk via a large em-
bedding matrix xi = γ(wi) where γ : W → X . In HeLM, non-text modalities are
mapped to a sequence of vectors in X via encoders. For example, for mapping
the spirogram time-series we trained ϕs : S → X qs encoder and for mapping
tabular data we trained ϕt : T → X qt encoder, where qs and qt correspond to
the number of vectors in X space or in other words how many “multimodal”
tokens each modality is mapped to. We set qs = 6 and qt = 6 for all exper-
iments, however in general these can be treated as tunable hyper-parameters.
In summary, each vector xi is formed from either the token embedder γ or a
modality-specific encoder:

xi =


γ(wi) if i is a text token
ϕs(si) if i corresponds to the spirogram modality
ϕt(ti) if i corresponds to the tabular modality

Non-text and text modalities can be injected in any order. We train the
modality-specific encoders keeping the pre-trained LLM weights frozen. This is
similar to soft-prompt tuning but conditioned on data from a specific modality.
For experiments considering multiple diseases we train a single HeLM model on
a mixture of all diseases as opposed to one model per disease.

2.3 UK Biobank Dataset Preparation

We obtain clinical features, spirometry, and disease labels from the UK Biobank
(UKB) [5]. Similar to previous work, we focus on the European genetic ancestry
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subpopulation [3]. Limiting to European ancestry within the UK Biobank is a
standard heuristic for reducing phenotypic heterogeneity, due to the correlation
between population structure and phenotypic variation [9]. Differences in phe-
notypes across ancestries are multifactorial—socio-economic, cultural, etc.—but
are often highly correlated with genetic background and thus population struc-
ture. Therefore, selecting study individuals based on a single genetic background
is a convenient way to reduce heterogeneity in underlying disease risk, at the ex-
pense of creating bias in the dataset and subsequent analyses that utilize this
data.

We defined binary phenotype labels using medical records comprising ICD-
9 hospital inpatient (HESIN) billing codes, ICD-10 primary care and general
practitioner (GP) read codes, and self-report data. Diseases include asthma, di-
abetes, hypertension, stroke, myocardial infarction, major depression, migraine,
all cause mortality, cataracts, gastroesophageal reflux disease (GERD), hay fever
eczema (atopic eczema), osteoarthritis, and pneumonia. The following clinical
features, lab values, and self-reported statuses sourced from questionnaires were
used as model inputs: age, sex, body mass index (BMI), high-density lipoprotein
(HDL) cholesterol, low-density lipoprotein (LDL) cholesterol, total cholesterol,
triglycerides, diastolic blood pressure, smoking status, snoring, insomnia, day-
time napping, average nightly sleeping, and chronotype. See Table S1 for details
describing feature definitions.

Spirometry data was prepared following the preprocessing procedures out-
lined in [8]. In short, we used raw volumetric flow curves containing exhalation
volume sampled at 10-ms intervals to liters and then computed the correspond-
ing flow curve by approximating the first derivative with respect to time by
taking a finite difference. The volume-time and flow-time curves were then nor-
malized to length 1,000 and combined to generate a one-dimensional flow-volume
spirogram. Following well-accepted spirometry quality control standards, we fil-
ter the dataset to individuals with at least one acceptable blow from the first
visit [27,29,8].

We randomly partitioned patients with valid data entries for all phenotype
labels and clinical features into distinct training and validation datasets.

3 Experimental Results

We present LLM risk prediction performance across eight disease classification
tasks under varied experimental settings. We begin by assessing the effective-
ness of zero-shot and few-shot prompting as well as soft-prompt tuning on a
pre-trained foundation model using health data serialized into text. We then
demonstrate that directly mapping quantitative features into the LLM’s latent
token space significantly improves model performance. Finally, using asthma as a
case study, we show that this mapping procedure generalizes to high-dimensional
lung function data.
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3.1 Quantifying disease risk using zero-shot, few-shot, and
soft-prompt tuning

We first establish a baseline for LLM disease risk prediction using zero-shot,
few-shot, and soft-prompt tuning with a frozen Flan-PaLMChilla 62b model [7].
We define classification tasks using a diverse set of binary phenotype targets (see
Section 2.3). For each task and prompting method, we evaluate a “baseline” set
of model inputs consisting of age, sex, and BMI as well as an “expanded” set
that includes eleven additional clinical and wellness features: HDL cholesterol,
LDL cholesterol, total cholesterol, total triglycerides, diastolic blood pressure,
smoking status, average sleep duration, insomnia, snoring, daytime napping,
and chronotype (i.e., whether a patient is a morning or evening person). These
predictors were chosen based on prior knowledge that they should be informative
about the selected targets.

We score a validation dataset (n = 3, 000) using the methodology outlined
in Section 2. For each validation sample, we generate a disease risk score by
computing the log probability of a positive disease label. Similarly, to obtain
the logistic regression and XGBoost scores, we compute the probability of a
positive disease label given the respective model fit on a separate training set
(n = 10, 000).

Table 1 shows performance for each prompting method and input set com-
pared to the baseline models. We observe that at least one prompting technique
is competitive with the baselines for most tasks. In some cases (e.g., hypertension
and diabetes), zero-shot and few-shot models perform surprisingly well despite
seeing little to no training data compared to the baselines, an observation also
made by [16]. This suggests that the LLM uses prior knowledge about the rela-
tionships between age, sex, BMI and disease likelihood.

Focusing on the baseline feature set (age, sex, and BMI), we aimed to un-
derstand how the LLM derives scores. We estimated the importance of each
input feature by regressing the features against the scores output by the model.
Coefficients from the linear regression model are used to measure feature im-
portance and concordance across methods. Figure S1 shows the result of this
analysis for four traits. For diabetes, hypertension, and stroke, we see concor-
dance between logistic regression, XGBoost and the LLM models in terms of
direction and relative magnitude of effects. Additionally, we find a strong corre-
lation between logistic regression and LLM scores (Spearman = 0.46–0.93 across
prompting methods), while the correlation between LLM and XGBoost scores
is weaker (Spearman = 0.39–0.65). On the other hand, for migraine, we see lit-
tle concordance in direction and relative magnitude of effects for zero-shot and
few-shot LLMs, indicating that the LLM doesn’t have sufficient prior knowl-
edge to relate migraine with the input features. However, this is corrected in
the soft-prompt case, where we see concordance and high Spearman correlation
between soft-prompt tuned LLM and logistic regression (0.85). On the other
hand, the soft-prompt tuned LLM has low Spearman correlation with XGBoost
(0.31), which is a non-linear model. Given this, we hypothesize that the LLM
is effectively scoring outcomes using what translates to a simple linear func-
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Table 1: Comparison of AUC and AUPRC between LLM-based clas-
sifiers and classical machine learning approaches on the validation
set. The models with “baseline” input features use age, sex and BMI as model
features, while the models with the “expanded” set also include 11 additional
clinical and wellness features. The mean AUC/AUPRC and the corresponding
95% confidence intervals were calculated across 1,000 bootstrapping iterations.
Bold cells denote the best models for a given phenotype and input feature set,
where statistical significance is determined via paired bootstrapping. Logistic
regression and XGBoost models were trained on 10,000 samples, few-shot on 10
samples and soft-prompt tuning on 1,000 samples.

Phenotype Model Baseline AUC Expanded AUC Baseline AUPRC Expanded AUPRC

All Cause Mortality Zero-shot 0.61 (0.57–0.64) 0.61 (0.57–0.65) 0.10 (0.08–0.12) 0.11 (0.09–0.14)
(prevalence = 6.83%) Few-shot 0.65 (0.61–0.69) 0.65 (0.61–0.69) 0.12 (0.10–0.15) 0.12 (0.09–0.15)

Soft-prompt 0.69 (0.66–0.73) 0.69 (0.65–0.72) 0.13 (0.10–0.16) 0.14 (0.11–0.18)
LogReg 0.71 (0.67–0.74) 0.68 (0.64–0.72) 0.15 (0.12–0.19) 0.16 (0.13–0.21)
XGBoost 0.67 (0.62–0.70) 0.67 (0.62–0.70) 0.13 (0.10–0.17) 0.13 (0.10–0.17)

Diabetes Zero-shot 0.70 (0.67–0.73) 0.61 (0.57–0.65) 0.18 (0.14–0.23) 0.12 (0.10–0.15)
(prevalence = 7.60%) Few-shot 0.72 (0.69–0.76) 0.67 (0.64–0.70) 0.19 (0.15–0.24) 0.14 (0.11–0.17)

Soft-prompt 0.72 (0.69–0.76) 0.68 (0.64–0.72) 0.23 (0.18–0.28) 0.17 (0.14–0.22)
LogReg 0.74 (0.70–0.77) 0.75 (0.72–0.79) 0.23 (0.18–0.28) 0.26 (0.21–0.32)
XGBoost 0.73 (0.69–0.76) 0.73 (0.69–0.76) 0.22 (0.17–0.26) 0.22 (0.17–0.26)

Hypertension Zero-shot 0.70 (0.68–0.72) 0.68 (0.66–0.70) 0.60 (0.56–0.62) 0.57 (0.54–0.60)
(prevalence = 40.03%) Few-shot 0.73 (0.71–0.75) 0.72 (0.70–0.73) 0.62 (0.59–0.64) 0.59 (0.56–0.62)

Soft-prompt 0.72 (0.70–0.74) 0.72 (0.70–0.74) 0.60 (0.57–0.63) 0.59 (0.56–0.62)
LogReg 0.74 (0.72–0.76) 0.74 (0.72–0.76) 0.63 (0.60–0.66) 0.65 (0.62–0.68)
XGBoost 0.77 (0.75–0.78) 0.77 (0.75–0.78) 0.66 (0.63–0.69) 0.66 (0.63–0.69)

Major Depression Zero-shot 0.54 (0.51–0.57) 0.58 (0.55–0.61) 0.15 (0.13–0.17) 0.17 (0.14–0.19)
(prevalence = 13.03%) Few-shot 0.50 (0.47–0.53) 0.55 (0.52–0.58) 0.14 (0.12–0.15) 0.15 (0.13–0.17)

Soft-prompt 0.60 (0.57–0.63) 0.47 (0.44–0.50) 0.20 (0.17–0.23) 0.12 (0.11–0.14)
LogReg 0.60 (0.57–0.63) 0.62 (0.59–0.65) 0.19 (0.16–0.22) 0.19 (0.17–0.22)
XGBoost 0.54 (0.52–0.57) 0.54 (0.52–0.57) 0.16 (0.14–0.18) 0.16 (0.14–0.18)

Migraine Zero-shot 0.51 (0.45–0.56) 0.49 (0.45–0.55) 0.05 (0.03–0.07) 0.04 (0.03–0.05)
(prevalence = 3.77%) Few-shot 0.45 (0.40–0.50) 0.47 (0.42–0.53) 0.03 (0.03–0.04) 0.03 (0.03–0.04)

Soft-prompt 0.64 (0.59–0.69) 0.51 (0.46–0.56) 0.07 (0.05–0.09) 0.04 (0.03–0.06)
LogReg 0.62 (0.56–0.68) 0.62 (0.56–0.67) 0.07 (0.04–0.11) 0.06 (0.04–0.08)
XGBoost 0.60 (0.54–0.66) 0.60 (0.54–0.66) 0.06 (0.04–0.07) 0.06 (0.04–0.07)

Myocardial Infarction Zero-shot 0.61 (0.57–0.65) 0.61 (0.56–0.65) 0.08 (0.06–0.10) 0.09 (0.07–0.12)
(prevalence = 5.93%) Few-shot 0.67 (0.63–0.71) 0.65 (0.61–0.68) 0.11 (0.09–0.14) 0.10 (0.08–0.12)

Soft-prompt 0.71 (0.67–0.74) 0.68 (0.64–0.71) 0.12 (0.10–0.15) 0.11 (0.09–0.14)
LogReg 0.71 (0.67–0.74) 0.70 (0.65–0.74) 0.12 (0.09–0.15) 0.16 (0.12–0.21)
XGBoost 0.69 (0.65–0.73) 0.69 (0.65–0.73) 0.14 (0.11–0.19) 0.14 (0.11–0.19)

Stroke Zero-shot 0.61 (0.56–0.66) 0.55 (0.49–0.60) 0.06 (0.05–0.09) 0.05 (0.04–0.06)
(prevalence = 4.00%) Few-shot 0.65 (0.60–0.69) 0.60 (0.56–0.65) 0.07 (0.05–0.09) 0.05 (0.04–0.07)

Soft-prompt 0.63 (0.58–0.68) 0.50 (0.45–0.55) 0.09 (0.06–0.12) 0.05 (0.03–0.06)
LogReg 0.69 (0.64–0.74) 0.73 (0.68–0.77) 0.10 (0.07–0.14) 0.14 (0.09–0.19)
XGBoost 0.68 (0.63–0.72) 0.68 (0.63–0.72) 0.09 (0.06–0.12) 0.09 (0.06–0.12)

tion of the input features and that this linear mapping is effectively learned via
soft-prompting.

In the expanded feature set, we often find that the LLM with zero-shot
prompting has poorer performance (e.g., on diabetes) when compared with the
LLM with zero-shot prompting using the smaller feature set. This may indicate
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that the LLM has insufficient prior knowledge about the features contained in
the expanded set. However, unlike the baseline features, the model is not able
to match baseline performance even when using soft-prompt tuning. This indi-
cates that for a complex set of input features, text serialization does not yield
a representation that fully captures the available signal. Together, these results
motivate the use of a multimodal approach to directly embed quantitative data
into the prompt.

3.2 Encoding quantitative data using HeLM

To assess the benefit of directly embedding quantitative data into the LLM’s
latent token space, we repeat the experiments from Section 3.1 but encode the
“extended” inputs using the HeLM framework. We learn an encoder ϕt, an MLP
(two hidden layers of size 1024 and 4096, respectively), that takes as input quan-
titative features and maps them into the embedding space. We train this model
over a mixture of all seven binary traits (n = 10, 000 for each trait).

Table 2 shows performance metrics for HeLM compared with logistic regres-
sion and XGBoost. We see that by directly encoding the tabular data into token
space, HeLM performs at parity with the best baseline methods and for all cause
mortality, hypertension and myocardial infarction HeLM outperforms the best
baseline. In comparing the scoring methods, we again find that HeLM scores
are highly correlated with logistic regression scores (Spearman = 0.70–0.87; Fig-
ure S4a-Figure S5c). In Figure S2, we repeat the feature importance analysis,
this time comparing HeLM with logistic regression and XGBoost. Similar to
Section 3.1, we see strong concordance between feature weights, particularly for
features that have the most importance. Taken together, these results are con-
sistent with our previous hypothesis that the LLM scores outcomes in a way
that is highly consistent with logistic regression and that the LLM is arriving at
these scores by similarly linearly weighting input features.

In the case of hypertension, we see that HeLM significantly outperforms logis-
tic regression and XGBoost, while XGBoost appears to have a slight advantage
over logistic regression. In addition, the HeLM score is more correlated with
the XGBoost score when compared with logistic regression (Spearman 0.87 vs.
0.76), which is not the case for any of the other traits. Although, in no way
conclusive, this may indicate that by mapping the tabular data into the token
embedding space, the LLM takes advantage of non-linear relationships between
input features and hypertension. This phenomenon may account for some of the
cases where HeLM outperforms the baseline methods.

We hypothesized that HeLM has an advantage over logistic regression due to
being trained over a mixture of traits and thus benefiting from transfer learning
across traits. To evaluate this, we selected three traits (hypertension, all cause
mortality and myocardial infarction) where HeLM performed better than logistic
regression in terms of AUROC. For each, we trained a single task HeLM (a
separate model for each trait) and compared with the mixture. Overall, we see
that the mixture trained HeLM does not have an advantage over the single task
model (Table S2). Training on a mixture of diseases is still advantageous since
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it yields a single model that can be used for a variety of diseases as opposed
to separate models for each disease (as is the case for logistic regression and
XGBoost).

Table 2: Comparison of AUC and AUPRC between a HeLM, logistic
regression and XGBoost models on the validation set. The binary pheno-
types are predicted from the 14 “expanded set” input features from Table 1. The
features are both encoded as text as in Table 1 and also included as a secondary
quantitative data modality.

Phenotype Model AUC AUPRC

All Cause HeLM 0.71 (0.68–0.75) 0.18 (0.14–0.23)
Mortality LogReg 0.68 (0.64–0.72) 0.16 (0.13–0.21)

XGBoost 0.67 (0.62–0.70) 0.13 (0.10–0.17)

Diabetes HeLM 0.77 (0.74–0.80) 0.27 (0.22–0.33)
LogReg 0.75 (0.72–0.79) 0.26 (0.21–0.32)
XGBoost 0.73 (0.69–0.76) 0.22 (0.17–0.26)

Hypertension HeLM 0.79 (0.77–0.81) 0.69 (0.66–0.72)
LogReg 0.74 (0.72–0.76) 0.65 (0.62–0.68)
XGBoost 0.77 (0.75–0.78) 0.66 (0.63–0.69)

Major HeLM 0.63 (0.60–0.65) 0.19 (0.17–0.22)
Depression LogReg 0.62 (0.59–0.65) 0.19 (0.17–0.22)

XGBoost 0.54 (0.52–0.57) 0.16 (0.14–0.18)

Migraine HeLM 0.61 (0.55–0.66) 0.06 (0.04–0.07)
LogReg 0.62 (0.56–0.67) 0.06 (0.04–0.08)
XGBoost 0.60 (0.54–0.66) 0.06 (0.04–0.07)

Myocardial HeLM 0.73 (0.69–0.77) 0.15 (0.12–0.19)
Infarction LogReg 0.70 (0.65–0.74) 0.16 (0.12–0.21)

XGBoost 0.69 (0.65–0.73) 0.14 (0.11–0.19)

Stroke HeLM 0.73 (0.68–0.77) 0.14 (0.09–0.20)
LogReg 0.73 (0.68–0.77) 0.14 (0.09–0.19)
XGBoost 0.68 (0.63–0.72) 0.09 (0.06–0.12)

3.3 Estimating asthma risk using multiple modalities

Using HeLM to leverage tabular data clearly showed that this is a promising
direction for quantifying disease risk. Next, we evaluate whether HeLM can in-
corporate more complex data modalities such as a spirogram, a time-series curve
which measures the amount of air an individual can breath in and out of their
lungs. Spirometry is commonly used to assess pulmonary function and the pres-
ence of respiratory diseases. Thus, we focus on the task of quantifying asthma
risk.
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To this end, we trained a HeLM model with three modalities as input: tabular
data (14 “expanded set” input features) as well as spirometry, along with tabular
data serialized to text. We do not include a textual description of the spirogram
since it’s unclear how to summarize this data in text. We encode spirometry data
into the token embedding space via a one-dimensional variant of the ResNet18
architecture [14,15], followed by an MLP (two hidden layers of size 1024 and
4096, respectively). We use a pre-trained model from [8] for the ResNet18 part
of the encoder and only update the weights of the MLP. The ResNet18 model
was trained to predict asthma and COPD. We take as input the 128-dimensional
embedding, corresponding to the penultimate layer. Similar to Section 3.2, we
use an MLP to encode tabular data into the token embedding space.

The model is instructed to predict asthma using supervised labels (“yes”
or “no”) as targets in training. We trained on n = 16, 724 samples from the
UK Biobank, which were obtained by subsampling the dataset to achieve a
one-to-one case-control class distribution to ensure a balanced representation of
categories. As a direct baseline, we also trained a model that linearly combined
the 128-dimensional embedding from the ResNet18 model and tabular data,
which we term ResNet18 1D (tabular data + spirogram).

In order to assess whether the multimodal HeLM model is leveraging the
additional spirogram modality for asthma prediction, we trained several models
on tabular data only, without the spirogram. Following Section 3.2 we trained a
logistic regression model, XGBoost, an LLM with soft-prompt tuning and HeLM
using tabular data only.

Fig. 2: Inclusion of additional input modalities improves HeLM asthma
detection. (a) ROC and (b) Precision-recall (PR) for asthma phenotype pre-
diction using tabular data only versus tabular data and spirometry. We compare
HeLM, ResNet18 1D, logistic regression, XGBoost, and a soft-prompt tuned
LLM trained on either a single modality (tabular) or two modalities (tabular
and spirometry).

Figure 2 shows the model performance on a held-out set of individuals with
valid spirograms (n = 2, 289). We observe that the HeLM model trained on two



12 Belyaeva et al.

non-text modalities (tabular data and spirogram) is successfully leveraging the
additional spirogram modality to boost the performance on asthma prediction.
For example, the AUROC (AUPRC) increases from 0.49 ± 0.02 (0.14 ± 0.01)
for the LLM trained on tabular data only via soft-prompt tuning to 0.75± 0.01
(0.38± 0.02) for HeLM trained on tabular data and a spirogram. The compari-
son with soft-prompt tuned LLM on tabular data is particularly important since
it is the only other method that can also generate natural language text and
thus provide recommendations, answer questions, and summarize given an in-
dividual’s health context. We also observe that HeLM trained on tabular and
spirogram data performs on par with the linear combination of the ResNet18 1D
model on spirogram and tabular data.

3.4 Using HeLM for out-of-distribution traits

Deep learning methods have shown significant performance degradation when
applied to out-of-distribution (OOD) data [26]. We investigated HeLM OOD
performance by applying it to a set of traits not in the training set. Consider-
ing cataract, gastroesophageal reflux disease (GERD), hay fever eczema (atopic
eczema), osteoarthritis, and pneumonia, we compared HeLM with trait-specific
logistic regression models (Table 3). We observed that HeLM (not trained on
the trait) performs on par with logistic regression (trained on the trait) in four
out of five of the tested traits. Taken at face-value this implies that HeLM is
leveraging prior information about the impact of risk factors on disease learned
from related traits in the training data. However, to truly understand how the
model arrives at the OOD scores, will take additional research.

3.5 Natural language generation

Finally, we assess whether an LLM can incorporate multimodal data to tailor
conversational tasks. Approximating a two-stage approach in which a model is
trained to quantify risk and then trained to use these risk estimates in con-
versational tasks, we first use HeLM to compute asthma risk from a spirogram
embedding and encode the predicted risk as text into the PaLM-2 model [13] for
exercise recommendations: “I have a p% chance of having asthma. What are some
exercises you would suggest, given this information? Please tailor your recom-
mendations to my health status.” Over 110 examples that span the asthma risk
spectrum we observe differential recommendations based on predicted asthma
risk (Figure S3).

This approach is inefficient as it requires transforming risk predictions back to
the textual domain. Ideally, the LLM should condition recommendations directly
upon the embedded multimodal data. To this end, we qualitatively explore the
natural language generation capability of a HeLM model trained for the asthma
task: “Let’s think step by step. Given the following spirogram:⟨spirogram⟩, do they
have asthma? Based on that what is the most recommended exercise?”. A sample
answer for an individual with asthma is “low intensity aerobic exercise. The an-
swer: yes.” and for an individual without asthma “Swimming. The answer: no.”.
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Table 3: Comparison of AUC and AUPRC between zero-shot, few-
shot LLM-based classifiers, HeLM and a logistic regression model on
the validation set in OOD setting. While logistic regression models were
trained on the data for the trait, HeLM was not trained for the trait. The binary
phenotypes are predicted from the 14 “expanded set” input features from Table
1. The features are both encoded as text as in Table 1 and also included as a
secondary quantitative data modality. “prev” denotes prevalence.

Phenotype Model AUC AUPRC

Cataract Zero-shot 0.58 (0.55–0.61) 0.17 (0.15–0.20)
(prev=13.51%) Few-shot 0.63 (0.60–0.65) 0.18 (0.16–0.20)

HeLM 0.71 (0.69–0.73) 0.24 (0.21–0.27)
LogReg 0.72 (0.69–0.74) 0.27 (0.23–0.31)

GERD Zero-shot 0.58 (0.55–0.60) 0.22 (0.19–0.25)
(prev=17.33%) Few-shot 0.57 (0.54–0.60) 0.21 (0.18–0.23)

HeLM 0.61 (0.59–0.64) 0.25 (0.22–0.28)
LogReg 0.61 (0.59–0.64) 0.26 (0.23–0.29)

Hay Fever Zero-shot 0.48 (0.46–0.51) 0.23 (0.21–0.24)
Eczema Few-shot 0.46 (0.44–0.49) 0.23 (0.21–0.25)
(prev=23.84%) HeLM 0.47 (0.44–0.49) 0.22 (0.20–0.24)

LogReg 0.57 (0.55–0.60) 0.28 (0.26–0.31)

Osteoarthritis Zero-shot 0.60 (0.58–0.62) 0.36 (0.33–0.39)
(prev=28.13%) Few-shot 0.63 (0.61–0.65) 0.38 (0.35–0.40)

HeLM 0.65 (0.63–0.67) 0.41 (0.38–0.44)
LogReg 0.67 (0.65–0.69) 0.44 (0.40–0.47)

Pneumonia Zero-shot 0.56 (0.52–0.60) 0.08 (0.06–0.10)
(prev=6.50%) Few-shot 0.59 (0.55–0.63) 0.08 (0.07–0.10)

HeLM 0.68 (0.65–0.72) 0.16 (0.12–0.21)
LogReg 0.67 (0.63–0.71) 0.16 (0.12–0.20)

We observe that while the model gives sample exercise recommendations that
are reasonable (e.g., a low intensity exercise for someone with asthma), it also
learned to include yes/no in its answer. This is likely because it has associated
our particular question/answer format with the presence of multimodal tokens.
The risk prediction results demonstrated that the model can learn to operate on
spirograms in the token space, so we expect that including more diverse input
and output pairs and generative tasks may improve conversational ability and
plan to explore this in future work.

4 Discussion

Grounding LLMs in individual-specific information is required to create per-
sonalized experiences across a large set of applications. Effective application in
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health presents unique challenges owing to the high-dimensional and multimodal
nature of relevant input data that do not clearly map into text. In this paper,
we defined a framework (HeLM) for mapping non-text data modalities into to-
ken embedding space and providing this information as context for a foundation
LLM to perform disease risk prediction. Using data from the UK Biobank, we
showed that HeLM is competitive with classic ML approaches and that—in some
cases—the LLM outperforms these methods. The results highlight the promise
of enabling LLMs to quantify underlying health risks by leveraging complex
multimodal health data.

While these results demonstrate the effectiveness of a multimodal approach,
there are many extensions to explore in future work. Though we have focused
solely on scalar lab values and high-dimensional lung function data, biobanks
contain individual-level data spanning a wide array of clinical modalities. An
immediate next step is exploring the effectiveness of simultaneously embedding
additional imaging data, such as fundus images or cardiac MRI, in a single
input prompt to better understand how jointly modeling such inputs impacts
predictive power. Additionally, this experimental setting motivates the study
of how an LLM handles missing data and whether the model could “impute”
predictive signal from various modality combinations. Furthermore, we have only
explored whether an LLM can learn to understand non-text data, but have not
assessed whether a similar approach can generate non-text-based outputs.

A major question that arises from this work is whether enabling LLMs to
use multimodal data for health risk prediction can improve their ability to pro-
vide relevant personalized suggestions. To this end, we experimented with using
HeLM to offer health-related recommendations that are conditioned on an un-
derstanding of risk. However, we found that conversational ability degraded after
model tuning. This is consistent with previous observations [35], though there is
some evidence that larger models are more robust to degradation [11].

In addition, it will be important for conversational agents to explain why
they placed individuals into high or low risk categories, and to quantify their
level of uncertainty. Alignment issues are also keenly important, as some health-
related topics are sensitive and complex to explain, lack expert consensus for
best practices, or are sensitive to the culture and preferences of the user.

Finally, LLM-based models that have been trained on available health-related
data to quantify disease may show differential performance across demographic
groups due to computational, systemic, and human biases [34]. Evaluation and
mitigation of this is key to avoid perpetuating and increasing existing health dis-
parities. These are complex issues that we have not attempted to address in this
work, but will be extremely important to address before deploying multimodal
LLMs for health.
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A Data Availability

Phenotypes and genotypes are available for approved projects through the UK
Biobank study (https://www.ukbiobank.ac.uk). This research has been con-
ducted under Application Number 65275.

B Definitions of UK Biobank phenotypes

We restricted analyses to European ancestry individuals within the UK Biobank
to reduce phenotypic heterogeneity and limit the impact of population structure.
To define European ancestry, we first filtered to individuals with self-reported
“British” ancestry according to UKB field 21000. We then computed the medoid
of the British ancestry set in the 15-dimensional genetic principal component
(PC) space and calculated the distance of each individual in the UK Biobank to
this medoid. Finally, we constructed the “European” set by selecting all individ-
uals with a British-medoid distance of less than 40. This cutoff is based on the
99th percentile of distances of individuals who self-identified as British or Irish.

https://www.ukbiobank.ac.uk
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Table S1: The set of UK Biobank phenotypes and their Data-Field
IDs. International Classification of Disease version 9 (ICD-9) hospital inpatient
(HESIN) codes are taken from UKB field 41271 while International Classification
of Disease version 10 (ICD-10) general practitioner note codes are taken from
UKB field 42040. We define self-reported statuses according to the target disease
coding using UKB field 20002. If multiple label sources are provided for a given
phenotype (e.g., hypertension lists ICD-9, ICD-10, and self-report codes), we
perform a binary OR across label sources to determine case-control status.

Phenotype UKB Data-Fields

Age 21003
BMI 21001
Chronotype 1180 (“morning people” responded with “definitely a” or “more of a”

morning person)
Daytime napping 1190 (cases responded with “sometimes” or “usually”)
Diastolic blood
pressure

4079

HDL cholesterol 30760
Insomnia 1200 (cases responded with “sometimes” or “usually”)
LDL cholesterol 30780
Sex 31
Sleep duration field 1160
Smoking status 20160
Snoring 1210 (cases responded with “yes”)
Total cholesterol 30690
Triglycerides 30870

All cause mortal-
ity

40000

Asthma ICD-9 code 493, ICD-10 codes J45 and J46, or self-report code 1111
Cataract ICD-10 codes H25 and H26 and fields 4700 and 131164–131167
Diabetes ICD-9 code 250, ICD-10 codes E10–E14, self-report codes 1220, 1222,

1223, and fields 2443, 6153, and 6177
Gastro-
oesophageal
reflux (GERD)

ICD-10 codes K20 and K21 and field 131584

Hay fever and
eczema

ICD-10 codes L20-L30 and field 3761

Hyperte nsion ICD-9 codes 401 and 405, ICD-10 codes I10 and I15, or self-report
code 1065

Major depression ICD-10 codes F32 and F33 and field 20126
Migraine ICD-9 code 346, ICD-10 code G43, and self-report code 1265
Myocardial in-
farction

ICD-9 codes 410, 412, 4109, and 4129, ICD-10 codes I21, I252, and
Z034, self-report code 1075, and fields 6150, 131298, and 131299

Osteoarthritis ICD-10 codes M15–M19 and fields 131868, 131869, 131876, 131877,
and 131870–131873

Pneumonia ICD-9 codes 480–484 and 486 and ICD-10 codes J12-J18
Stroke ICD-9 field 434.91, ICD-10 fields I63 and I64, and fields 6150, 131368,

and 131369

Spirometry Field 3066 (preprocessed following the procedure outlined in [8])
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C LLM-based vs. logistic regression and XGBoost feature
importances

Fig. S1: Comparison of feature weights between different scoring meth-
ods across four phenotypes. For each disease risk score (i.e., Zero-shot, Few-
shot, Soft-prompt and logistic regression), we fit a linear regression to predict
the score given the original input features (i.e., age, sex, and BMI). By compar-
ing the regression coefficients we can get a sense of how much weight is given to
each input feature in the scoring method.
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Fig. S2: Comparison of feature weights between logistic regression, XG-
Boost and HeLM.

D Single task vs. mixture of tasks comparison

Table S2: Comparison of validation AUC and AUPRC across all cause
mortality, hypertension, and myocardial infarction between a HeLM
model trained on a mixture of all seven diseases and a HeLM model
trained on only the target disease. Models were trained on the extended
feature set comprising 14 clinical and wellness features. The mean AUC/AUPRC
and 95% confidence intervals were calculated across 1,000 bootstrapping itera-
tions. Bold cells denote the best models for a given phenotype and input feature
set, where statistical significance is determined via paired bootstrapping.

Phenotype Model AUC AUPRC

All Cause HeLM (Mixture) 0.71 (0.68–0.75) 0.18 (0.14–0.23)
Mortality HeLM (Single Task) 0.71 (0.67–0.74) 0.17 (0.13–0.22)

Hypertension HeLM (Mixture) 0.79 (0.77–0.81) 0.69 (0.66–0.72)
HeLM (Single Task) 0.79 (0.78–0.81) 0.69 (0.66–0.73)

Myocardial HeLM (Mixture) 0.73 (0.69–0.77) 0.15 (0.12–0.19)
Infarction HeLM (Single Task) 0.72 (0.68–0.76) 0.16 (0.13–0.21)
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E Differential LLM recommendations based on predicted
asthma risk

Fig. S3: Exercise recommendation frequency as a function of predicted
asthma risk.
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F Spearman’s rank correlation between different methods
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(c) Hypertension
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(d) Major Depression

Fig. S4: Spearman’s rank correlation between different methods’ scores
across (a) all cause mortality, (b) diabetes, (c) hypertension, and (d)
major depression.
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(b) Myocardial infarction
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(c) Stroke

Fig. S5: Spearman’s rank correlation between different methods’ scores
across (a) migraine, (b) myocardial infarction, and (c) stroke.
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