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Abstract. This paper presents a web-based tool that facilitates the
production of tailored summaries for online sharing on social media.
Through an interactive user interface, it supports a “one-click” video
summarization process. Based on the integrated AI models for video
summarization and aspect ratio transformation, it facilitates the gener-
ation of multiple summaries of a full-length video according to the needs
of target platforms with regard to the video’s length and aspect ratio.
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1 Introduction

Social media users crave short videos that attract the viewers’ attention and
can be ingested quickly. Therefore, for sharing on social media platforms, video
creators often need a trimmed-down version of their original full-length video.
However, different platforms impose different restrictions on the duration and
aspect ratio of the video that they accept, e.g., on Facebook’s feed videos up to
2 min. appear in a 16:9 ratio, whereas Instagram and Facebook stories usually
allow for 20 sec. and are shown in a 9:16 ratio. This makes the generation of
tailored versions of video content for sharing on multiple platforms a tedious
task. In this paper, we introduce a web-based tool that harnesses the power
of AI (Artificial Intelligence) to automatically generate video summaries that
encapsulate the flow of the story and the essential parts of the full-length video
and are already adapted to the needs of different social media platforms in terms
of video length and aspect ratio.

2 Related Work

Several video summarization tools can be found online, that are based on AI
models. However, most of them produce a textual summary of the video, by an-
alyzing the available [6,7] or automatically-extracted transcripts [8,1] using NLP
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(Natural Language Processing) models. Similar solutions are currently provided
by various browser plugins [4,9]. Going one step further, another tool creates a
video summary by stitching in chronological order the parts of the video that
correspond to the selected transcripts for inclusion in the textual summary [5].
Focusing on the visual content, Cloudinary released a tool that allows users to
upload a video and receive a summarized version of it based on a user-defined
summary length (max 30 sec.) [2]. In addition, Cognitive Mill released a paid AI-
based platform which, among other media content management tasks, supports
the semi-automatic production of movie trailers and video summaries [3]. The
proposed solution in this paper is most closely related to the tool of Cloudinary.
However, contrary to this tool, our solution offers various options for the video
summary duration and applies video aspect ratio transformation techniques to
fully meet the specifications of the target video-sharing platform.

3 Proposed Solution

The proposed solution (available at https://idt.iti.gr/summarizer) is an
extension of the web-based service for video summarization, presented in [16].
It is composed of a front-end user interface (UI) that allows interaction with
the user (presented in Sec. 3.1), and a back-end component that analyses the
video and produces the video summary (discussed in Sec. 3.2). The front-end and
back-end communication is carried out via REST calls that initiate the analysis,
periodically request its status, and, after completion, retrieve the analysis results
(i.e., the video summary) for presentation to the user. Our solution extends
[16] by: i) using an advanced AI-based method for video summarization, ii)
integrating an AI-based approach for spatially cropping the video given a target
aspect ratio, and iii) supporting customized values for the target duration and
aspect ratio of the generated video summary.

3.1 Front-end UI

The UI of the proposed solution (see the top part of Fig. 1) allows the user
to submit a video (that is either online-available or locally-stored in the user’s
device) for summarization, and choose the duration and aspect ratio of the pro-
duced summary. This choice can be made either by selecting among presets for
various social media channels, or in a fully-custom manner. After initiating the
analysis, the user can monitor its progress (see the middle part of Fig. 1) and
submit additional requests while the previous ones are being analyzed. When
the analysis is completed, the original video and the produced summary are
shown to the user through an interactive page containing two video players that
support all standard functionalities (see the bottom part of Fig. 1); through the
same page, the user is able to download the produced video summary. Further
details about the supported online sources, the permitted file types, and the
management of the submitted and produced data, can be found in [16].

https://idt.iti.gr/summarizer


Title Suppressed Due to Excessive Length 3

(a) The landing page of the UI.

(b) The progress-reporting bars.

(c) The video players of the page showing the analysis results.

Fig. 1: Instances of the updated and extended UI.

3.2 Back-end component

The submitted video is initially fragmented to shots using a pre-trained model
of the method from [28], which exhibits 11% improved performance on the RAI
dataset [15] compared to the previous (used in [16]) approach. Following, video
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Table 1: Performance (F-Score (%)) of SUM-GAN-AEE and AC-SUM-GAN on
SumMe and TVSum; the last row reports AC-SUM-GAN’s performance for aug-
mented training data.

Method SumMe TVSum

SUM-GAN-AAE [10] (used in [16]) 48.9 58.3

AC-SUM-GAN [11] 50.8 60.6

AC-SUM-GANaug (used now) 52.0 61.0

Table 2: Used datasets for training and evaluating the AC-SUM-GAN model.
Dataset Videos Duration (min) Content

SumMe [18] 25 1-6
holidays, events, sports,

travelling, cooking

TVSum [27] 50 1 - 11
news, how-to’s, user-generated,

documentaries

OVP [17] 50 1 - 4
documentary, educational,

ephemeral, historical, lecture

YouTube [17] 50 1 - 10
cartoons, sports, tv-shows,
commercial, home videos

summarization is performed using a pre-trained model of AC-SUM-GAN [11],
a top-performing unsupervised video summarization method [12]. This method
embeds an Actor-Critic model into a Generative Adversarial Network and formu-
lates the selection of important video fragments as a sequence generation task.
At training time, the Actor-Critic model utilizes the Discriminator’s feedback as
a reward, to progressively explore a space of actions and learn a value function
(Critic) and a policy (Actor) for key-fragment selection. As shown in Table 1, AC-
SUM-GAN performs much better than SUM-GAN-AAE [10] (used in [16]), on
the SumMe [18] and TVSum [27] benchmark datasets for video summarization.
Both methods learn the task with the help of a summary-to-video reconstruction
mechanism and using the received feedback from an adversarially-trained Dis-
criminator. We argue that the advanced performance of AC-SUM-GAN relates
to the use of this feedback as a reward for training an Actor-Critic model and
learning a good policy for key-fragment selection, rather than using it as part of
a loss function to train a bi-directional LSTM for frame importance estimation.

The proposed solution uses a model of AC-SUM-GAN that has been trained
using augmented data. Following the typical approach in the literature [12], we
extended the pool of training samples of the SumMe and TVSum datasets, by
including videos of the OVP and YouTube [17] datasets. As presented in Table
2, the utilized data include videos from various categories and thus facilitate
the training of a general-purpose video summarization model. Nevertheless, we
anticipate a better summarization performance on videos from the different cat-
egories found in the used datasets, such as tutorials, “how-to”, product demos,
and event videos (e.g., birthday parties) that are commonly shared on social me-
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Table 3: Performance comparison (F-Score (%)) with SotA unsupervised ap-
proaches after using augmented training data. The reported scores for the listed
methods are from the corresponding papers.

Method SumMe TVSum

ACGAN [19] 47.0 58.9

RSGNunsup [29] 43.6 59.1

3DST-UNet [23] 49.5 58.4

DSR-RL-GRU [25] 48.5 59.2

ST-LSTM [24] 52.0 58.1

CAAN [22] 50.9 59.8

SUM-GDAunsup [21] 50.2 60.5

SUM-FCNunsup [26] 51.1 59.2

AC-SUM-GANaug 52.0 61.0

Table 4: Video aspect ratio transformation performance (IoU (%)) on the Re-
targetVid dataset.

Method Worst Best Mean

1:3 target
aspect ratio

SVC (used in [14]) 51.7 53.8 52.9
SVCext (used now) 53.8 57.6 55.6

3:1 target
aspect ratio

SVC (used in [14]) 74.4 77.0 75.3
SVCext (used now) 76.3 78.0 77.6

dia, compared to the expected performance on videos from completely unseen
categories, such as movies, football games and music shows. This data augmen-
tation process resulted in improvements on both benchmarking datasets (see
the last row of Table 1) and to a very competitive performance against several
state-of-the-art (SotA) unsupervised methods from the literature that have been
assessed under the same evaluation settings (see Table 3).

To minimize the possibility of losing semantically-important visual content
or resulting in visually-unpleasant results during video aspect ratio trans-
formation (that would be highly possible when using naive approaches, such as
fixed cropping of a central area of the video frames, or padding of black borders
to reach the target aspect ratio) the proposed solution integrates an extension of
the smart video cropping (SVC) method of [14]. The latter starts by computing
the saliency map for each frame that was chosen for inclusion in the video sum-
mary. Then, to select the main part of the viewers’ focus, the integrated method
applies a filtering-through-clustering procedure on the pixel values of each pre-
dicted saliency map. Finally, it infers a single point as the center of the viewer’s
attention and computes a crop window for each frame based on the displacement
of this point. The applied extension on [14], relates to the use of a SotA method
for saliency prediction [20], that resulted in improved performance on the Retar-
getVid dataset [13]. As shown in Table 4, the averaged Intersection-over-Union
(IoU) scores for all video frames have been increased by over 2 percentage points.
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4 Conclusions

In this paper, we presented a web-based tool that facilitates the generation of
video summaries that are tailored to the specifications of various social media
platforms, in terms of video length and aspect ratio. After reporting on the ap-
plied extensions to a previous instance of the tool, we provided more details
about the front-end user interface and the back-end component of this technol-
ogy, and we documented the advanced performance of the newly integrated AI
models for video summarization and aspect ratio transformation. This tool will
be demonstrated in MMM2024, while the participants in the relevant demon-
stration session will have the opportunity to test our tool in real-time.
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