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Abstract. When devising recommendation services, it is important to
account for the interests of all content providers, encompassing not only
newcomers but also minority demographic groups. In various instances,
certain provider groups find themselves underrepresented in the item
catalog, a situation that can influence recommendation results. Hence,
platform owners often seek to regulate the exposure of these provider
groups in the recommended lists. In this paper, we propose a novel cost-
sensitive approach designed to guarantee these target exposure levels in
pairwise recommendation models. This approach quantifies, and conse-
quently mitigate, the discrepancies between the volume of recommenda-
tions allocated to groups and their contribution in the item catalog, under
the principle of equity. Our results show that this approach, while align-
ing groups exposure with their assigned levels, does not compromise to
the original recommendation utility. Source code and pre-processed data

can be retrieved at https://github.com/alessandraperniciano/meta-learning-strategy-fair-provider-ex
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1 Introduction

Online platforms serve as intermediaries that connect various parties, typically
consumers and providers. These platforms frequently rely on recommender sys-
tems that employ predictive relevance to match consumers with suitable items
offered by providers [17]. Traditionally, optimizing recommendations solely for
the benefit of consumers has been the ultimate objective. However, it becomes
important to recognize that recommender systems exist within multi-sided envi-
ronments and, as such, should carefully consider interests and needs of providers,
going beyond the scope of consumer-centric concerns only [I].

Notable concerns pertain to the unfair exposure of provider groups in the
recommended lists, which goes beyond just legal aspects. It can also be analyzed
from the perspective of a platform’s business model [16]. For example, platforms
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like Coursera and GoFundMe may prioritize ensuring that new instructors or
projects receive adequate exposure in the recommendations, even though during
the initial period of inclusion in the item catalog, they naturally engaged fewer
users than established providers [9]. Mitigating these exposure discrepancies can
not only counter a possible discrimination but also bring beyond-utility benefits,
such as introducing novelty and diversity [I3]. Consequently, supporting provider
groups, especially those belonging to minorities, becomes imperative [4JTO/TT].

Several mitigation methods have been proposed to reorganize the initial lists
of a recommender system, aiming to meet specific objectives related to diversi-
fication. These methods frequently concentrate solely on the aspect of visibility
[19120]. Visibility, in this context, refers to the fraction of items from a particular
provider group in the uppermost segment of the rankings. Conversely, there are
other approaches, often introduced within a fairness framework, which strive to
guarantee an equitable exposure among provider groups [3[9/18]. However, these
methods do not consistently address situations in which items from minority
groups end up being ranked at the lower end of the ranking segment.

Our approach in this study stands out in four key ways. First, it addresses
position bias in ranked results, which is overlooked in diversification-related fair
ranking research [I9/20]. Second, in contrast to [3], it does not depend on met-
rics that require a rank-aware quality assessment, making it more practical for
recommender systems. Third, it achieves balancing objectives for user rankings
without the need for extensive feedback data from all users, in contrast to [9].
Finally, [15] can control provider group exposure, but its complexity is directly
tied to the number of users and items, posing challenges when applied to large
datasets commonly encountered in real-world applications. The computational
complexity of our approach in this paper does not depend on these factors.

In this paper, we examine a scenario where providers are categorized based on
a shared characteristic, and certain provider groups have limited representation
of items in the catalog and, subsequently, in the recommendations. As a first
novel contribution, we introduce a cost-sensitive meta-learning method to ensure
that the level of exposure for provider groups resembles their contribution in the
catalog, guided by the principle of equity [3]. As a second novel contribution, we
conduct a comprehensive evaluation and discuss our approach with respect to
state-of-the-art alternatives, to assess how supporting provider groups influences
aspects of utility and beyond-utility on two distinct public data sets.

2 Methodology

2.1 Fairness Objective Definition

Our study centers on the exploration of a recommendation policy having a
primary objective: securing an equitable distribution of exposure for provider
groups relative to their representation within the catalog. This policy’s philos-
ophy aligns with the well-known distributive norm based on equity [3l6/7]. To
illustrate the importance of this policy, consider an online course platform that
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Data Set|# Users Items Interactions % Female in Triplets
Total|% Female| Total| Train|% Female|Pos. Item| Neg. Item

ML-1M 6,040| 3,876 6.30 %(998,539(634,640 3.60 % 3.40 % 6.40 %
COCO 73,022(34,442 12.70 %(520,531(294,271 7.60 % 7.50 % 12.70 %

Table 1: In addition to the number of users, we show the number of items in the catalog
and the percentage of those provided by females. Then, we place the total number of
interactions and of their subset in the train set, and the percentage of train interactions
for items from female providers. We also show the percentage of train triplets with a
positive/negative item from a female provider, under a random sampling.

hosts some courses provided by male instructors and others sourced from fe-
male instructord]. With no intervention, the platform may inadvertently favor
courses from one group, possibly reinforcing disparities. Following our policy,
courses provided by male and female instructors receive proportionate exposure
in recommendations, leading to platform that empowers instructors irrespective
of gender and reduces any concentration of attention on a given group.

2.2 Data Preparation

To align with benchmarks in prior work [4IT15], we consider experimenting with
the target policy through our approach in two scenarios, namely movie recom-
mendation and online course recommendation. To this end, we used two publicly
available data sets, whose main statistics are described in Table[Il They are no-
table for the inclusion of providers’ gender labels, a rarity in such collections.

MovieLens-1M (ML-1M) [12] encompasses ratings for movies collected
from users. Movie directors are traditionally assumed to be the providers in this
scenario. We considered the gender labels from [4]. As the main preprocessing
steps, we (i) retrieved the directors and their gender from public sources for those
movies this information was unknown, (ii) kept only the first director for movies
with multiple directors primarily because s/he is typically the most influential
in the film-making process (and to prevent duplication of directors in different
sets), and (iii) filtered interactions such that items had at least 10 interactions
since extreme cold-start scenarios are not our main focus.

COCO [5] consists of ratings assigned to courses by learners, collected from
an online course platform. For this benchmark, following prior work, we assumed
that the course instructors represent the providers [I1I]. Similar to the prepro-
cessing steps for ML-1M, to address the issue of missing gender information, we
removed instructors and their associated courses, for those instructors we could
not retrieve their gender from public sources. Then, to ensure enough input for
personalization and avoid extreme cold-start scenarios, we filtered the data such
that each course had at least 5 ratings and each learner gave at least 5 ratings.

! While gender is by no means a binary construct, to the best of our knowledge, no
data set with non-binary gender exists. What we are considering is a binary feature.
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On both the considered data sets, we performed a temporal train-test split,
allocating the most recent 20% of interactions to the test set, another 20% to
the validation set, and the remaining to the train set.

2.3 Pairwise Recommendation Model Creation

Once the two considered datasets were pre-processed, we leveraged them to train
a series of recommendation models. In our study, we focused on models optimized
through pairwise learning, which forms the basis of several state-of-the-art per-
sonalized ranking algorithms |21] and is widely studied in the context of methods
pursuing fairness or diversification objectives, e.g., in [4I15]. Specifically, we em-
ployed the Bayesian-Personalized Ranking with Matrix Factorization (BPRMF)
method, structured around an optimization criterion derived from a Bayesian
analysis. It uses the prior probability for the model and a likelihood function
that calculates the probability of a user preferring an item ¢ the user previously
interacted with over another item j the user did not interacted with. We adopted
the BPRMF implementation provided in Elliot for better reproducibility [2].

2.4 Traditional Strategy: Pairwise Training via Random Sampling

To conduct an initial assessment about fairness among provider groups under
the equity-based policy, we trained a recommendation model based on BPRMF,
by following the traditional training protocol adopted in [21], as an example. To
this end, we used a bootstrap sampling with replacement to sample train triplets
for a user. Each sample consists of a triplet (u,,7), where "u’ is the user’s index,
'’ is the positive item (i.e., the user interacted with), and ’j’ is the negative item
(i.e., the user did not interact with). These triplets are created by randomly
sampling items according to the interactions in the train set. To initialize the
10-sized latent factor matrices for both users and items within the BPRMF’s
model architecture, we assigned values uniformly distributed between 0 and 1.
The training process ran for 10 epochs, and for optimization, we utilized SGD
with a learning rate of 0.001. Detailed (hyper-)parameter values are listed in the
source code repository for a better reproducibility.

2.5 Our Proposal: Pairwise Training via Cost-Sensitive Sampling

Motivation. Once the baseline recommendation models were trained on both
data sets, we performed an assessment of fairness aimed to uncover potential
discrepancies between the representation of different provider groups in the item
catalog, the train interactions (and consequently the train triplets), and the pro-
vided recommendations. For convenience, let us assume to focus on the model
trained on the ML-1M data set. Considering the top-10 recommended items, we
observed that only 1.40% of the exposure is given to items coming from a female
director. This exposure level goes in contrast with the representation of female
providers in the train interactions (3.60%) and in the item catalog (6.30%) -
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see Table [l We conjecture that this disparity in representation is rooted in the
characteristics of the triplets sampled during training. While the percentage of
triplets that involve a positive item from a female provider (3.40%) is close to
the representation of female providers in the train interactions (3.60%), the same
observation does not hold if we consider the negative items. The percentage of
triplets that involve a negative item from a female provider (6.40%) is dispropor-
tionately higher than their representation in the interactions and in the catalog.
Hence, the model is fed with data that leads to disadvantage female providers
more, since the model is optimized to predict a lower relevance for the negative
item over the positive one for each triplet.

Intuition. Guided from the abovementioned motivation, we propose to adopt
a cost-sensitive learning strategy as a countermeasure. Cost-sensitive learning in
data mining encompasses a set of algorithms tailored to account for different
costs associated with specific characteristics of the problem to consider [§]. Un-
der this class-cost perspective that, while training a model, more attention is
given to training elements with higher associated costs (e.g., rare and valuable
classes). While direct methods like CSTree [14] directly integrate costs into learn-
ing algorithms, meta-learning automatically transforms existing cost-insensitive
models into cost-sensitive ones. It can be seen as a preliminary step that requires
to pre-process train data from cost-insensitive learning methods (the BPR-MF
model in our study), remaining applicable to any recommendation model.

Proposal. To validate our intuition, we therefore decided to propose and ex-
periment with a novel parametric cost-sensitive meta-learning approach which
adjusts the sampling distribution. This approach can regulate the exposure of
provider groups in recommendations generated by the BPR-MF model and sim-
ilar pairwise learning models, based on the contributions of these groups in the
catalog. Procedure [Mloutlines the proposed sampling strategy for controlling the

Procedure 1 Cost-sensitive meta-learning sampling of train triplets

Input: C > 1 : Parametric cost for the majority group; N > 0: No. of train triplets.
Output: triplets : Generated triplets to train the pairwise recommendation model.
p=[(C x100)/(C + 1),100/(C + 1)]
for i : trainltems do
probabilities(i) = isltemFromMajorityClass(¢) ? p[0] : p[1]
end for
triplets = [ ]
while N > 0 do
u = sampleRandomly (listUsers)
i = sampleRandomly(getUserItems(u)))
repeat
j = sampleWithProb(trainltems, probabilities)
until listItems(u).includes(j)
triplets.append((u, i, 7))
N=N-1
end while
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distribution of items from female and male providers within the negative item
set of triplets. The parameter C' alters the distribution, allowing us to reduce or
increase instances from the minority group in the negative or positive set and,
consequently, influencing the relative exposure of different groups. The vector p
includes two elements: (i) the probability of selecting an item from the provider
group deserving more emphasis (in the context of the negative set, this repre-
sents the majority group), and (ii) the probability of selecting the other group.
In essence, by manipulating C', our approach provides control over the balance
between female and male provider groups in the triplets, both in the positive and
negative item sets. Our hypothesis is that, by aligning the proportions of items
in the catalog from female and male providers in both positive and negative sets,
the exposure of groups reflects the target fairness level. Note that our approach
can be applied also for demographic attributes with more than two classes.

3 Results and Discussion

Given the intuitions we seek to validate, our analysis was focused on examining
whether the proposed cost-sensitive meta-learning approach can lead to achiev-
ing the objective defined by the equity-based fairness policy and, if so, how it
impacts recommendation utility. To this end, we compared the original pairwise
model (Baseline, C' = 1), with our cost-sensitive approach under different cost
settings. In Table 2] we monitored recommendation utility (NDCG, with binary
relevance scores, base-2 logarithm decay), representation in train data (% Fe-
male Interactions, % Female in Triplets), and group exposure in both the top-10
and top-20 recommended lists provided to users (% Female Exposure).

From the obtained results, we observed that our approach does not affect
recommendation utility (NDCG column) in both data sets. In ML-1M, assigning
a cost C' = 2.0 to the majority group (male items in this case) allowed us to have
a very close representation of female items in both positive (3.4%) and negative
(3.2%) elements of the triplets. As hypothesized, the exposure of items from

% Female in Triplets|% Female Exposure

Data Set|Item Type Cost C|NDCG Pos. Item Neg. Item|Top 10 Top 20
-|[C=1.0 0.07 3.4 % 6.4 %| 1.4% 2.7%

ML-1M NEG|C =1.2 0.07 34 % 53 % 25% 2.8%
NEG|C = 2.0 0.07 34 % 32 % 6.0% 3.9%

NEG|C = 3.0 0.07 3.4 % 22 %| 68% 4.5%

-|[C=1.0 0.02 7.5 % 12.7 %| 0.0% 0.0%

NEG|C = 2.0 0.02 7.5 % 6.6 % 0.0% 0.4%

NEG|C = 3.0 0.02 7.5 % 4.7 %  0.0% 2.2%

COCO NEG|C = 5.0 0.02 7.5 % 29 % 0.0% 2.2%
POS|C =1.2 0.02 10.5 % 127 %| 2.1% 6.9%

POS|C = 2.0 0.02 10.9 % 12.7 %|  5.3% 7.6%

POS|C = 3.0 0.02 12.3 % 12.7 %| 12.2% 11.9%

Table 2: Impact of the parameter C' on recommended lists (utility, exposure). For each
data set, the gray row identifies the setting under which the representation of female
items in the positive (Pos. Item) and negative (Neg. Item) item sets is the closest.
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female providers is also positively affected, reaching 6.0%. This is close to the
representation of female providers in the catalog (6.4% - see Table[I]). Differently
from ML-1M, playing with the negative items during sampling did not allow to
reach a similar representation of female items between positive and negative
elements of the triplets in COCO. To this end, we applied the cost-sensitive
approach to increase the female representation in the positive set. With this
setting, under a cost C' = 3.0, we achieved such similar representation (12.3%
vs 12.7%). Exposure was impacted, reaching 12.2% on the top 10. Again, this is
close to the representation of female providers in the catalog (12.7% in Table [II).

In summary, by playing with the parameter C' to make the representation of
the minority group equal in the positive and negative item sets right before the
training phase, pairwise models trained on triplets sampled with our approach
can lead to provider groups having an exposure estimate equal or substantially
close to their representation in the catalog. No impact is observed in recommen-
dation utility. Therefore, the proposed approach does not suffer from the typical
trade-off between the overall recommendation utility of the recommender sys-
tem and the fairness of exposure across provider groups in the recommended
lists. Despite the importance of showing a more consolidated view of the exist-
ing methods for provider group fairness, any comparison to other state-of-the-art
exposure control methods, such as LFRank [19], FA*IR [20], FOEIR [18], GDE
[9], and MMR [I5], would not influence the overall assessment of the feasibility
and effectiveness of our approach, which is the main focus of this paper. For in-
stance, the method proposed in [I5], proven to lead to a better trade-off than all
the others the original authors considered, still reports a non-negligible decrease
in recommendation utility, between 5% and 20%, under a comparable protocol.

4 Conclusions and Future Work

In this paper, we introduced a cost-sensitive meta-learning approach to tackle
the issue of imbalanced class distributions in train data for recommendation. By
manipulating the sampling distribution, our method effectively manages provider
group exposure in the recommended lists. The meta-learning nature of our ap-
proach makes it adaptable to different recommendation methods. Future work
will involve applying our method to other pairwise recommendation methods and
conducting extensive performance evaluations of effectiveness, fairness, and scal-
ability across diverse domains. Moreover, for a better contextualization, we will
perform an extensive comparison to fully assess the relative strengths and weak-
nesses of the proposed method against existing solutions under a wider range of
metrics, including also the required effort to tune their (hyper-)parameters.
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