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Abstract. We study the parameterized complexity of domination-type
problems. (σ, ρ)-domination is a general and unifying framework intro-
duced by Telle: given σ, ρ ⊆ N, a set D of vertices of a graph G is
(σ, ρ)-dominating if for any v ∈ D, |N(v) ∩ D| ∈ σ and for any v /∈
D, |N(v) ∩ D| ∈ ρ. Our main result is that for any σ and ρ recursive
sets, deciding whether there exists a (σ, ρ)-dominating set of size k, or
of size at most k, are both in W[2]. This general statement is optimal
in the sense that several particular instances of (σ, ρ)-domination are
W[2]-complete (e.g. Dominating Set). We prove the W[2]-membership
for the dual parameterization too, i.e. deciding whether there exists a
(σ, ρ)-dominating set of size n − k (or at least n − k) is in W[2], where
n is the order of the input graph. We extend this result to a class of
domination-type problems which do not fall into the (σ, ρ)-domination
framework, including Connected Dominating Set. We also consider
problems of coding theory which are related to domination-type prob-
lems with parity constraints. In particular, we prove that the problem of
the minimal distance of a linear code over Fq is in W[2] when q is a power
of prime, for both standard and dual parameterizations, and W[1]-hard
for the dual parameterization.

To prove the W[2]-membership of the domination-type problems we ex-
tend the Turing-way to parameterized complexity by introducing a new
kind of non-deterministic Turing machine with the ability to perform
‘blind’ transitions, i.e. transitions which do not depend on the content
of the tapes. We prove that the corresponding problem Short Blind
Multi-Tape Non-Deterministic Turing Machine is W[2]-complete.
We believe that this new machine can be used to prove W[2]-membership
of other problems, not necessarily related to domination.

1 Introduction

Domination-type problems. Domination problems are central in graph the-
ory. Telle [20] introduced the notion of (σ, ρ)-domination as a unifying frame-
work for many problems of domination: for any two sets of integers σ and ρ,
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a set D of vertices of a graph G is (σ, ρ)-dominating if for any vertex v ∈ D,
|N(v) ∩D| ∈ σ and for any vertex v /∈ D, |N(v) ∩D| ∈ ρ. Among others, dom-
inating sets, independent sets, and perfect codes are some particular instances
of (σ, ρ)-domination. When σ, ρ ∈ {ODD,EVEN} (where EVEN := {2n, n ∈ N}
and ODD := N \ EVEN), (σ, ρ)-domination is strongly related to problems in
coding theory such as finding the minimal distance of a linear code [17]. Despite
its generality, the (σ, ρ)-domination framework does not capture all the variants
of domination. For instance, connected dominating set (i.e. a dominating set
which induces a connected subgraph) does not fall into the (σ, ρ)-domination
framework.

Parameterized complexity of domination-type problems. Most of the
domination-type problems are NP-hard [20], though some of them are fixed-
parameter tractable. We assume the reader is familiar with parameterized com-
plexity and the W-hierarchy, otherwise we refer to [10, 12]. The parameterized
complexity of domination-type problems has been intensively studied [14, 18, 19]
since the seminal paper by Downey and Fellows [7]. For instance, Dominat-
ing Set is known to be W[2]-complete [7], whereas Independent Set and
Perfect Code are W[1]-complete [7, 3] (see Figure 1 for a list of domination-
type problems with their parameterized complexity). Another example is Total
Dominating Set which is known to be W[2]-hard [1]. Parameterized complex-
ity of domination-type problems with parity constraints – and as a consequence
the parameterized complexity of the corresponding problems in coding theory
– has been studied in [9]: OddSet and Weight Distribution are W[1]-hard
and in W[2], whereas EvenSet and Minimal Distance are in W[2]. Addi-
tionally to these particular cases of domination-type problems, general results
reveal how the parameterized complexity of (σ, ρ)-domination depends on the
choice of σ and ρ. For instance, Golovach et al. [14] proved that when σ ⊆ N and
ρ ⊆ N

+ are non-empty finite sets, the problem of deciding whether a graph has a
(σ, ρ)-dominating set of size greater than a fixed-parameter k is W[1]-complete.

In parameterized complexity, the choice of the parameter is decisive. For
all the problems mentioned above the standard parameterization is considered,
i.e. the parameter is the size of the solution, i.e. the (σ, ρ)-dominating set.
Domination-type problems have also been studied according to the dual pa-
rameterization, i.e. the parameter is the size of the (σ, ρ)-dominated set. With
the dual parameterization, the problem associated with (σ, ρ)-domination is FPT
when σ and ρ are either finite or cofinite [14]. As a consequence, Independent
Set, Dominating Set and Perfect Code are FPT for the dual parameter-
ization. With parity constraints (i.e. σ, ρ ∈ {ODD,EVEN}), the problem asso-
ciated with (σ, ρ)-domination has been proved to be W[1]-hard [14] for the dual
parameterization. Attention was also paid to the parameterized complexity of
(σ, ρ)-domination when parameterized by the tree-width of the graph [6, 21].



Our results. The main result of the paper is that for any σ and ρ recursive
sets, (σ, ρ)-domination belongs to W[2] for the standard parameterization i.e.
(σ, ρ)-dominating set of size k (and at most k).

This general statement is optimal in the sense that problems of (σ, ρ)-domi-
nation are known to be W[2]-hard for some particular instances of σ and ρ (e.g.
Dominating Set). We also prove that for any σ and ρ recursive sets, (σ, ρ)-
domination belongs to W[2] for the dual parameterization i.e. (σ, ρ)-dominating
set of size n− k (and at least n− k). For several particular instances of σ and ρ,
the W[2]-membership was unknown: the standard parameterization of Total
Dominating Set was not known to belong to W[2], and neither did the dual
parameterization of (σ, ρ)-domination for σ, ρ ∈ {ODD,EVEN}.

Moreover, we prove that Strong Stable Set (known to be in W[1] [14]) is
W[1]-complete for the standard parameterization.

We also consider more general problems that do not fall into the (σ, ρ)-
domination framework. For any property P and any set ρ of integers, D is a
(P, ρ)-dominating set in a graph G if (i) the subgraph induced by D satisfies
the property P and (ii) for any vertex v /∈ D, |N(v) ∩ D| ∈ ρ. A connected
dominating set corresponds to ρ = N

+ and P being the property that the graph
is connected. We prove that the standard parameterization of (P, ρ)-domination
is in W[2] i.e. (P, ρ)-dominating set of size k (and at most k) for any P and ρ
recursive. As a consequence, Connected Dominating Set is W[2]-complete.
We also prove that another domination problem, Digraph Kernel, is W[2]-
complete.

Finally, regarding problems in linear coding theory, we show that the dual
parameterization of Weight Distribution and Minimal Distance are both
in W[2]. We also consider extensions of these two problems from the field F2 to
Fq for any power of prime q, and show that Weight Distribution over Fq is
W[1]-hard and in W[2] for both standard and dual parameterizations; and that
Minimal Distance over Fq is in W[2] for the standard parameterization, and
W[1]-hard and in W[2] for the dual parameterization.

Our contributions are summarized in Figure 1.

Our approach: extending the Turing way to parameterized complexity.

The Turing way to parameterized complexity [4] consists in solving a problem
with a particular kind of Turing machine to prove that the problem belongs to
some class of the W-hierarchy. For instance, if a problem can be solved by a
single-tape non-deterministic Turing machine in a number of steps which only
depends on the parameter, then the problem is in W[1]. The W[1]-membership
of Perfect Code has been proved using such a Turing machine [3]. When
the problem is solved by a multi-tape non-deterministic machine in a number
of steps which only depends on the parameter, it proves that the problem is
in W[2]. To prove the W[2]-membership of (σ, ρ)-domination for any σ and ρ
when parameterized by the size of the solution, we introduce an extension of
the multi-tape non-deterministic Turing machine by allowing ‘blind’ transitions,
i.e. transitions which do not depend on the symbols pointed out by the heads.



We show that the extra capability of doing blind transitions does not change
the computational power of the machine in terms of parameterized complexity
by proving that the problem Short Blind Multi-Tape Turing Machine
is W[2]-complete. Blindness of the transitions makes the design of the Turing
machine far more easier; moreover it seems that there is no simple and efficient
simulation of the blind transitions using the standard Turing machine, even
though a (not necessarily simple) efficient simulation exists because of the W[2]-
completeness of Short Multi-Tape Turing Machine. For these reasons, we
believe that the blind Turing machine can be used to prove W[2]-membership of
other problems, not necessarily related to domination-type problems.

The paper is organized as follows: the next section is dedicated to the
introduction of the blind multi-tape Turing machine and the proof that the cor-
responding parameterized problem is W[2]-complete. In Section 3, several results
on the parameterized complexity of (σ, ρ)-domination are given. In Section 4, the
parameterized complexity of domination-type problems which do not fall in the
(σ, ρ)-domination framework are given. Finally, Section 5 is dedicated to prob-
lems from coding theory which are related to domination-type problems with
parity conditions.

2 Blind Multi-Tape Non-Deterministic Turing Machine

A blind Turing machine is a Turing Machine able to do ‘blind’ transitions, i.e.
transitions which do not depend on the symbol under the head. Blind transitions
are of interest in the multi-tape case when the size of the Turing machine (i.e.
the number of defined transitions) matters, since a single blind transition can
be seen as a shortcut for up to |Γ |m transitions, where Γ is the alphabet and
m the number of tapes. For the description of the transitions of a blind m-tape
Turing Machine M = (Q,Γ,∆,Σ, b, qI , QA), we introduce a neutral symbol ‘ ’
and define the transitions as: ∆ ⊆ Γm ×Q× Γm ×Q×{(−1), 0, (+1)}m, where
Γ = Γ ∪{ }. A neutral symbol on the left part means that the transition can be
applied whatever the symbol of the alphabet on the corresponding tape is, and
a neutral symbol on the right part means that the symbol on the tape is kept.
For instance 〈 , q, aa, q′, 00〉 is a blind transition of a 2-tape machine which,
whatever the symbols under the heads are, changes the internal state q into q′

and writes ‘a’ on both tapes. 〈 m, q, m, q, 1m〉 (where σm stands for σ, . . . , σ, m
times) is a blind transition of a m-tape machine which moves all the m heads to
the right without modifying the content of the tapes.

The parameterized problem associated with the Blind Multi-Tape Non-Deter-
ministic Turing Machines is defined as:

1 When parameterized by the size of the dominating set, the parameterized complexity
of (σ,ODD)-domination (resp. (σ,EVEN)-domination) for σ ∈ {ODD,EVEN} can
be derived from the parameterized complexity of OddSet (resp. EvenSet) which
has been proved in [14].



(σ, ρ)-Domination

Name (σ, ρ) Formulation Standard Dual

Dominating Set (N,N+) W[2]-complete [7] FPT [14]

Independent Set ({0},N) W[1]-complete [8] FPT [14]

Perfect Code ({0}, {1}) W[1]-complete [8, 3] FPT [14]

Strong Stable Set ({0}, {0, 1})
W[1]-complete

(W[1] [14])
FPT [14]

Total Dominating Set (N+,N+)
W[2]-complete
(W[2]-hard [1])

FPT [14]

(σ,ODD)-Dominating Set,
σ∈{ODD,EVEN}

W[1]-hard, W[2]1
W[1]-hard [14],

W[2]

(σ,EVEN)-Dominating Set,
σ∈{ODD,EVEN}

W[2]1
W[1]-hard [14],

W[2]

(σ, ρ)-Dominating Set,
when σ, ρ recursive

W[2] W[2]

Other Domination Problems

Connected Dominating Set
(Dual: Maximal Leaf Spanning Tree)

W[2]-complete
(W[2]-hard [11])

FPT [13]

Digraph Kernel
W[2]-complete
(W[2]-hard [16])

Unknown

Problems in Coding Theory

Weight Distribution W[1]-hard,W[2] [9]
W[1]-hard [14],

W[2]

Minimum Distance W[2] [9]
W[1]-hard [14],

W[2]

Weight Distribution Over Fq,
(q power of prime)

W[1]-hard,W[2]
W[1]-hard,

W[2]

Minimum Distance Over Fq ,
(q power of prime)

W[2]
W[1]-hard,

W[2]

Fig. 1. Overview of the parameterized complexity of domination-type problems and
some problems from coding theory. The ‘Standard’ column corresponds to a parame-
terization by the size of the (σ, ρ)-dominating set (or the Hamming weight for the prob-
lems in coding theory). In this column we consider the problem of (σ, ρ)-dominating
set of size k and at most k except for Independent Set and Strong Stable Set
which are considered for the equality case only. The ‘Dual’ column corresponds to
the dual parameterization, e.g. parameterized by the size of the (σ, ρ)-dominated set
for domination-type problems. Our contributions, depicted in bold font, improve the
results indicated in parenthesis.



Short Blind Multi-Tape Non-Deterministic Turing Machine Compu-
tation
Input: A blind m-tape non-deterministic Turing Machine M , a word w on the
alphabet Σ, an integer k.
Parameter: k.
Question: Is there a computation of M on w that reaches an accepting state in
at most k steps?

Theorem 1. Short Blind Multi-Tape Non-Deterministic Turing Ma-
chine Computation is complete for W[2].

Proof. The hardness for W[2] comes from the non-blind case which has been
proven to be complete for W[2] [5]. The proof of the W[2]-membership is similar
to the non-blind case [4] and consists in a reduction to Weighted Weft-2
Circuit Satisfiability. This problem consists in deciding whether a weft-2
mixed-type boolean circuit of depth bounded by a function of the parameter k,
accepts some input of Hamming weight k. A mixed type circuit is composed of
‘small’ gates of fan-in ≤ 2 and ‘large’ AND and OR gates of unbounded fan-in.
The weft of the circuit is the maximum number of unbounded fan-in gates on
an input/output path.

First, we transform M into a machine which accepts its input in (exactly)
k steps iff M accepts its input in at most k steps. To this end, all accepting
states of M are merged into a fresh accepting state qA and the blind transition
〈 m, qA,

m, qA, 0
m〉 is added.

In the following, a weft-2 mixed circuit C is constructed in such a way that
the accepted inputs correspond to the sequences of k transitions of a machineM
from the initial state to the accepting state. The set ∆ of the transitions of M
are indexed by j ∈ [1, |∆|]. The symbols of Γ are indexed by s ∈ [0, |Γ |], where
0 is the index of the blank symbol and |Γ | is the index of the neutral symbol
‘ ’. Let x[i, j] for i ∈ [1, k], j ∈ [1, |∆|] and x[−1,−1] be the input wires of the
circuit. For i ∈ [1, k], j ∈ [1, |∆|], x[i, j] is true if and only if the ith transition
of the sequence is the transition indexed by j, x[−1,−1] represents the constant
0. The following gates encode some information about the transitions of M :
∀i ∈ [1, k], ∀q ∈ [1, |Q|], ∀s ∈ [0, |Γ |], ∀t ∈ [1,m], ∀d ∈ {-1, 0, 1},

– τo(i, q) outputs true iff the initial state on the ith transition is q:

τo(i, q) :=
∨

j∈Jq

x[i, j]

where Jq = ∆ ∩ (Γm×{q}×Γm×Q×{-1, 0, 1}m)
– τn(i, q) outputs true iff the final state on the ith transition is q:

τn(i, q) :=
∨

j∈J′

q

x[i, j]

where J ′
q = ∆ ∩ (Γm×Q×Γm×{q}×{-1, 0, 1}m)



– σo(i, s, t) outputs true iff either the symbol read by the ith transition on tape
t is s, or the transition does not read the symbol on tape t in the ‘blind’ case
s = |Γ |:

σo(i, s, t) :=
∨

j∈Js,t

x[i, j]

where Js,t = ∆ ∩ (Γ t−1×{s}×Γm−t×Q×Γm×Q×{-1, 0, 1}m)
– σn(i, s, t) outputs true iff either the symbol written by the ith transition on

tape t is s, or the transition does not write any symbol on tape t in the
‘blind’ case s = |Γ |:

σn(i, s, t) :=
∨

j∈J′

s,t

x[i, j]

where J ′
s,t = ∆ ∩ (Γm×Q×Γ t−1×{s}×Γm−t×Q×{-1, 0, 1}m)

– µ(i, d, t) outputs true iff the head of t has a movement d on the ith transition:

µ(i, d, t) :=
∨

j∈Jd,t

x[i, j]

where Jd,t = ∆ ∩ (Γm×Q×Γm×Q×{-1, 0, 1}t−1×{d}×{-1, 0, 1}m−t)

Notice that most of these gates require unbounded fan-in OR gates in general.
The following gates encode the position of the heads and all the symbols in

every cell of the tapes. These gates guarantee the correctness of the transition
sequence. ∀i ∈ [1, k], ∀l ∈ [-k, k], ∀t ∈ [1,m], ∀s ∈ [0, |Γ | − 1],

– β(i, l, t) outputs true iff the head of tape t is at position l before step i. Since
the transition sequence is of length k, l is in the interval [-k, k]. The gate is
defined as:

β(0, l, t) :=

{

1 if l = 0

0 otherwise

β(i, l, t) := (β(i−1, l, t) ∧ µ(i−1, 0, t))

∨ (β(i−1, l−1, t) ∧ µ(i−1, 1, t))

∨ (β(i−1, l+1, t) ∧ µ(i−1, -1, t))

– σ(i, l, s, t) outputs true iff the cell l of tape t contains the symbol s before
step i. Let w be the input word of the machine, located on tape 1.

σ(0, l, s, t) :=











1 if
(

(s is the index of w[l]) ∧ (t = 1) ∧ (0 ≤ l < |w|)
)

1 if
(

(s = 0) ∧ (t 6= 1 ∨ l < 0 ∨ l ≥ |w|)
)

0 otherwise

σ(i, l, s, t) := (¬β(i − 1, l, t) ∧ σ(i − 1, l, s, t))

∨ (β(i − 1, l, t) ∧ σn(i− 1, s, t))

∨ (β(i − 1, l, t) ∧ σn(i− 1, |Γ |, t) ∧ σ(i − 1, l, s, t))



One can see in the definition of σ(i, l, s, t) for i > 0 that there are three
different cases: either the head was not pointing at the cell l, so the symbol
remains unchanged; or the head was pointing at the cell l, and the symbol
has been written in the previous step; or the head was on the cell but the
transition was blind, so the symbol was already s.

Notice that these gates have a bounded fan-in, and that the recursion is on
the number of transitions, so their depth is bounded by the parameter k. Notice
also that there is a polynomial number of such gates since there are k · 2k ·m, β
gates and k · 2k · |Γ | ·m, σ gates.

All the information about the computation path has been encoded so the
remaining gates check the validity of this transition sequence:

– E := E0∧E1∧E2∧E3∧E4 is the final gate of the circuit. As a consequence,
for any input accepted by the circuit, the following conditions E0, . . . , E4

must be satisfied.
– E0 := ¬x[-1, -1] ensures that x[-1, -1] is the constant 0, so ¬x[-1, -1] is the

constant 1 used by the other gates.
– E1 ensures that for every i, at most one wire among the block x[i, 1], . . . ,
x[i, |∆|] is true, which means that at each step at most one transition is
performed. E1 is defined as:

E1 :=

k
∧

i=1

|∆|
∧

j=1

|∆|
∧

j′=1,j′ 6=j

(¬x[i, j] ∨ ¬x[i, j′])

– E2 ensures that the initial state of each step is equal to the final state of the
previous step. E2 is defined as:

E2 :=

k
∧

i=2

|Q|
∧

q=1

(¬τn(i− 1, q) ∨ τo(i, q))

Notice that this formula encodes: ∀i ∈ [2, k], ∀q∈[1, |Q|], τn(i−1, q) ⇒ τo(i, q).
– E3 ensures that the symbol read by a transition on a tape is either the one

pointed out by the head or any symbol when the transition is blind.

E3 :=

k
∧

i=1

m
∧

t=1

k
∧

l=−k

|Γ |−1
∧

s=0

(¬β(i, l, t) ∨ ¬σ(i, l, s, t) ∨ σo(i, s, t) ∨ σo(i, |Γ |, t))

Notice that this formula encodes: ∀i ∈ [1, k], ∀l ∈ [−k, k], ∀s ∈ [0, |Γ |], ∀t ∈
[1,m], (β(i, l, t) ∧ σ(i, l, s, t)) ⇒ (σo(i, s, t) ∨ σo(i, |Γ |, t)).

– E4 ensures that the initial state on the first step is q0, the initial state of M
of index 0, and that the last state is the accepting state qA of index |Q| − 1.
So E4 is defined as:

E4 := τo(0, 0) ∧ τn(k − 1, |Q| − 1)



All the Ei, i ∈ [0, 4] gates are independent, so every input-output path goes
through at most one of these unbounded fan-in gates. Since it is also the case for
the gates encoding the transitions, and that the σ and β gates are bounded fan-
in gates, the weft of this circuit is 2. Since the only recursive gates have a depth
bounded by the parameter, the depth of this circuit is bounded by the parameter.
Notice also that the number of gates is polynomial in |M |. This circuit outputs
true if and only ifM has an accepting computation path of length k on the word
w, i.e. if and only if M has an accepting computation path of length at most
k on w. Therefore, Short Blind Multi-Tape Non-Deterministic Turing
Machine Computation belongs to W[2]. �

What is interesting is that although the blindness of the transition does not
change the computational power of short multi-tape non-deterministic Turing
machines, there is no simple way to simulate the blind machine with the original
one. Indeed, intuitively, a blind transition onm tapes is a short-cut for up to |Γ |m

transitions, so a machine with no blind transition may have an exponentially
larger size. A tape-by-tape (sequentialization) simulation would avoid this blow
up of the number of transitions, but will not reach an accepting state within a
number of steps depending only on the parameter.

3 Parameterized complexity of (σ, ρ)-Domination

In this section, we prove the central result of the paper: for any recursive sets
σ and ρ, (σ, ρ)-domination belongs to W[2] for both standard and dual param-
eterizations, i.e. the four problems which consists in deciding whether a graph
has a (σ, ρ)-dominating set of size k; of size n− k; of size at most k; and of size
at least n− k are in W[2] with respect to k. To this end, we show that for any
σ, ρ recursive sets, these problems of (σ, ρ)-domination can be decided using a
blind multi-tape Turing machine. The only assumption on σ and ρ is that they
are recursive, i.e. there exists a Turing machine which decides whether a given
integer j belongs to σ (resp. ρ).

(σ, ρ)-Dominating Set of Size at Most k:
Input: A graph G = (V,E), an integer k.
Parameter: k.
Question: Is there a (σ, ρ)-dominating set D ⊆ V such that |D| ≤ k?

(σ, ρ)-Dominating Set of Size k, (σ, ρ)-Dominating Set of Size n−k,
and (σ, ρ)-Dominating Set of Size at Least n− k are defined likewise.

Theorem 2. For any recursive sets of integers σ and ρ, (σ, ρ)-Dominating
Set of Size at Most k and (σ, ρ)-Dominating Set of Size k belong to

W[2].

Proof. We prove that (σ, ρ)-Dominating Set of Size at Most k is in W[2],
the proof that (σ, ρ)-Dominating Set of Size k belongs to W[2] is similar.
Given two recursive sets σ, ρ ⊆ N, an integer k, and a graphG = ({v1, . . . , vn}, E),



we consider the following (n+1)-tape Turing machineM , which decides whether
G has a (σ, ρ)-dominating set of size at most k. M works in 3 phases (see an
example in Figure 2): (1) a subset D of size at most k is non-deterministically
chosen and written on the first tape. Moreover, the first k + 1 cells of the fol-
lowing n tapes – one tape for each vertex of the graph – are filled with 0s and
1s such that the ith cell of each tape is 1 iff i ∈ ρ; (2) The content of the tapes
associated with the vertices in D is removed and replaced by the characteristic
vector of σ, i.e. the ith cell is 1 iff i ∈ σ. At the end of this second phase, all
heads are located on the leftmost non-blank symbol; (3) For each vertex v in D,
the heads of all the tapes associated with a neighbor of v move to the right. At
the end of this third phase, for every v ∈ D (resp. v ∈ D), the head of the tape
associated with v reads 1 iff |N(v) ∩ D| ∈ σ (resp. |N(v) ∩ D| ∈ ρ), so D is a
(σ, ρ)-dominating set iff all heads but the first one read a symbol 1.

The actual description of the blind (n+1)-tape non-deterministic Turing ma-
chine is as follows: M = (Q,Γ,∆,Σ, b, qI , QA), where Γ = {�, 0, 1, v1, . . . , vn},

b = �,Σ = ∅,Q = {qr,s | r ∈ [1, n+1], s ∈ [0, k]}∪{qrets | s ∈ [1, k+1]}∪{qsigi,s | i ∈

[1, n], s ∈ [0, k]}∪ {qsig, qendρ , qendσ , qread, qA}, qI = q1,0 and QA = {qA}. Given an

integer set A, A is the complementary set of A, it is defined as the only set such
that A∩A = ∅ and A∪A = N. The initial word w is the empty word, so every
cell initially contains the blank symbol �. The transitions are:

Phase 1 – Initialization of D and ρ:

〈��
n, qr,s, vi1

n, qi+1,s+1, (+1)(+1)n〉 r ∈ [1, n], s ∈ ρ ∩ [0, k − 1], i ∈ [r, n]
〈��

n, qr,s, vi0
n, qi+1,s+1, (+1)(+1)n〉 r ∈ [1, n], s ∈ ρ ∩ [0, k − 1], i ∈ [r, n]

〈��
n, qr,s,�1n, qr,s+1, 0(+1)n〉 r ∈ [1, n+ 1], s ∈ ρ ∩ [0, k − 1]

〈��
n, qr,s,�0n, qr,s+1, 0(+1)n〉 r ∈ [1, n+ 1], s ∈ ρ ∩ [0, k − 1]

〈��
n, qr,k,�1n, qendρ , (−1)(−1)n〉 r ∈ [1, n+ 1], if k ∈ ρ

〈��
n, qr,k,�0n, qendρ , (−1)(−1)n〉 r ∈ [1, n+ 1], if k ∈ ρ

〈vi
n, qendρ , vi

n, qendρ , (−1)(−1)n〉 i ∈ [1, n]
〈�1n, qendρ ,�1n, qendρ , 0(−1)n〉
〈�0n, qendρ ,�0n, qendρ , 0(−1)n〉
〈��

n, qendρ ,��
n, qsig, (+1)(+1)n〉

The state qr,s means that s−1 vertices among v1, . . . , vr−1 have already been
written on the first tape, qendρ that the initializations of D and ρ are done and
that the heads are going back to the leftmost non blank cell on every tape.

Phase 2 – Initialization of σ:

〈vi
n, qsig, vi

n, qsigi,0 , 00
n〉 i ∈ [1, n]

〈vi
n, qsigi,s , vi

i−11 n−i, qsigi,s+1, 0(+1)n〉 i ∈ [1, n], s ∈ σ ∩ [0, k − 1]

〈vi
n, qsigi,s , vi

i−10 n−i, qsigi,s+1, 0(+1)n〉 i ∈ [1, n], s ∈ σ ∩ [0, k − 1]

〈vi
n, qsigi,k, vi

i−11 n−i, qret1 , (+1)0n〉 i ∈ [1, n], if k ∈ σ



〈vi
n, qsigi,k, vi

i−10 n−i, qret1 , (+1)0n〉 i ∈ [1, n], if k ∈ σ

〈vi
n, qrets , vi

n, qrets+1, 0(−1)n〉 i ∈ [1, n], s ∈ [1, k]

〈vi
n, qretk+1, vi

n, qsigi,0 , 00
n〉 i ∈ [1, n]

〈� n, qret1 ,� n, qendσ , (−1)0n〉
〈vi

n, qendσ , vi
n, qendσ , (−1)0n〉 i ∈ [1, n]

〈� n, qendσ ,� n, qread, (+1)0n〉

The state qsigs,i means that the first s symbols of the characteristic vector of
σ have been written on the tape associated with the vertex vi.

Phase 3: Neighborhood Checking

〈vi
n, qread, vi

n, qread, (+1)d1 . . . dn〉 i ∈ [1, n], where dt=

{

+1 if vt∈N(vi)

0 otherwise

〈�1n, qread,�1n, qA, 00
n〉

Since σ and ρ are recursive, their characteristic vector of length k can be
computed and written on the tapes in time f(k) for some fixed function f . In
the first phase D and ρ of size k are written on the tapes and then the heads
comes back so there are 2(k+1) steps. In the second phase σ of size k is written
sequentially on at most k tapes corresponding to the elements of D and then the
heads come back so there are at most k(2k) steps. Finally the third phase goes
through D and moves the heads on the tapes of the neighbours so there are at
most k steps. The number of transitions is polynomial in |G| and the acceptance
is made in at most 2(k + 1) + k(2k + 2) steps if a (σ, ρ)-dominating set of size
at most k exists. As a consequence, (σ, ρ)-Dominating Set of Size at Most
k belongs to W[2]. Notice that the use of blind transitions in the third phase
is crucial. Indeed, a naive simulation of any of these blind transitions uses 2n

non-blind transitions since the transition should be applicable for any of the 2n

possible configurations read by the heads of the machine. �

Theorem 3. For any recursive sets of integers σ and ρ, (σ, ρ)-Dominating
Set of Size at Least n−k and (σ, ρ)-Dominating Set of Size n−k belong

to W[2].

Proof. We prove that (σ, ρ)-Dominating Set of Size at Least n − k is in
W[2], the proof that (σ, ρ)-Dominating Set of Size n− k belongs to W[2] is
similar. To decide whether a given graph G has a (σ, ρ)-dominating set of size
at least n−k, we slightly modify the blind Turing machine used in the proof of
Theorem 2 in such a way that at the end of phase (2), the first tape contains
the description of a set D of size at most k, and for any v ∈ D (resp. v /∈ D),
the ith cell of the tape associated with v is 1 if δ(v)−i ∈ ρ (resp. δ(v)−i ∈ σ)
and 0 otherwise, where δ(v) is the degree of v. Therefore, the machine reaches
the accepting state if there exists a set D of size at most k such that ∀v ∈ D,
δ(v) − |N(v) ∩ D| ∈ ρ and ∀v ∈ V \ D, δ(v) − |N(v) ∩ D| ∈ σ. Since for any
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(a)

... � v1 v4 � ...

... � 0 1 1 � ...

... � 0 1 1 � ...

... � 0 1 1 � ...

... � 0 1 1 � ...

... � 0 1 1 � ...

... � v1 v4 � ...

... � 1 0 0 � ...

... � 0 1 1 � ...

... � 0 1 1 � ...

... � 1 0 0 � ...

... � 0 1 1 � ...

... � v1 v4 � ...

... � 1 0 0 � ...

... � 0 1 1 � ...

... � 0 1 1 � ...

... � 1 0 0 � ...

... � 0 1 1 � ...

(b) (c) (d)

Fig. 2. Computation of ({0},N+)-Dominating Set Of Size At Most k on a blind
multitape Turing machine whith k = 2 on C5(see proof of Theorem 2). (a) Input graph;
(b) State of the machine at the end of phase (1). The candidate set D is on the first
tape, the other tapes are initialized according to ρ; (c) End of phase (2): the tapes
associated with vertices in D are now initialized according to σ; (d) End of phase (3):
all heads (underlined symbols) read 1, so {v1, v4} is a ({0},N+)-dominating set.

v ∈ V , |N(v)∩ (V \D)| = δ(v)− |N(v)∩D|, V \D is a (σ, ρ)-dominating set of
size at least n−k. �

For any recursive sets σ and ρ, (σ, ρ)-domination problems are in W[2], but
for some particular instances of σ and ρ this general result can be refined. In
particular, we show that when σ = {0} and ρ = {0, 1}, the problem is W[1]-
complete:

Strong Stable Set (({0}, {0, 1})-Domination):
Input: A graph G = (V,E), an integer k.
Parameter: k.
Question: Is there an independent set S ⊆ V of size k such that ∀v ∈ V \
S, |N(v) ∩ S| ≤ 1?

Theorem 4. Strong Stable Set is complete for W[1].

Proof. The W[1]-membership is an application of Theorem 8 in [14]. We prove
the hardness by a reduction from Independent Set which is complete for W[1]
[7]. Given an instance (G = (V,E), k) of Independent Set, we consider the
instance (G′, k) of Strong Stable Set where G′ = (V ′, E′) with V ′ = V ∪ E
and E′ = {(u, e) | e incident to u in G} ∪ (E ×E). By construction, G′ consists
of a stable set V and a clique E, the edges between these two sets representing
the edges of G. Let S be an independent set in G, then by construction, S is a
strong stable set in G′. Let S′ be a strong stable set of size k in G′. Since E is a



clique, |S′ ∩E| ∈ {0, 1}. If |S′ ∩E| = 0, then S′ ⊆ V and for any u, v ∈ S′, they
have no common neighbor in G′, so there is no edge between u and v in G, so
S′ is an independent set in G. Otherwise, if |S′ ∩ E| = 1 then every u ∈ S′ ∩ V
is isolated in G′, so there are at least k− 1 isolated vertices in G. Since E is not
empty there also exist non isolated vertices and we can take at least one of them
to form together with the k− 1 isolated vertices, an independent set of size k in
G. �

4 Other Domination Problems

Some natural domination problems cannot be described in terms of (σ, ρ)-domina-
tion such as Connected Dominating Set. In this section, we show that the
proof of the (σ, ρ)-domination W[2]-membership (Theorem 2) can be general-
ized to (P, ρ)-domination, where P is no longer a domination constraint but any
recursive property. It implies that Connected Dominating Set, known to be
hard for W[2], is actually complete for W[2]. We also show that this technique
can be applied to digraph problems with the example of Digraph Kernel.

(P, ρ)-Dominating Set of Size at Most k:
Input: A graph G = (V,E), an integer k.
Parameter: k.
Question: Is there a subset D ⊆ V such that |D| ≤ k and:
– the sub-graph of G induced by D satisfies the property P ;
– ∀v ∈ V \D, |N(v) ∩D| ∈ ρ ?

Theorem 5. If ρ is a recursive set of integers and P is a recursive property,

then (P, ρ)-Dominating Set of Size at Most k belongs to W[2].

Proof. We use the blind multitape Turing machine of Theorem 2 with σ =
N, which outputs a (N, ρ)-dominating set D if it exists, then we compose this
machine with another one which decides whether such a setD induces a subgraph
satisfying the property P . Since the subgraph is of size O(k2) and P is recursive,
the computation time of the second machine is f(k) for some function f . �

Digraph Kernel:
Input: A directed graph G = (V,A), an integer k.
Parameter: k.
Question: Is there a kernel of D of size at most k? A kernel is an independent
set S (there exists no u, v ∈ S such that uv or vu is in A) such that for every
vertex x ∈ V \ S, there exists y ∈ S such that xy ∈ A.

Theorem 6. Digraph Kernel is complete for W[2].

Proof. The hardness for W[2] is proved in [16]. The proof of the membership is
very similar to the W[2] membership of (σ, ρ)-Dominating Set (Theorem 2).
The machine and the initialization are the same, with σ = {0} and ρ = N

+. In
phase (3), only the heads of the tapes associated with incoming neighbors move
to the right. �



5 Problems From Coding Theory

Parameterized complexity of problems from coding theory, in particular Mini-
mal Distance and Weight Distribution, have been studied in [9]. We prove
that the dual parameterizations of these problems are in W[2]. Moreover, we
consider extensions of these problems to linear codes over Fq for any q power of
prime.

Minimal Distance Over Fq:
Input: q a power of prime, k an integer, an m× n matrix H with entries in Fq.
Parameters: k, q.
Question: Is there a linear combination of at least one and at most k columns of
H which is equal to the all-zero vector?

Weight Distribution Over Fq:
Input: q a power of prime, k an integer, an m× n matrix H with entries in Fq.
Parameters: k, q.
Question: Is there a linear combination of exactly k columns of H which is equal
to the all-zero vector?

Theorem 7. Weight Distribution Over Fq is hard for W[1] and belongs to

W[2], and Minimal Distance Over Fq belongs to W[2].

Proof. Since Weight Distribution is a particular case of Weight Distribu-
tion Over Fq, with q = 2, Weight Distribution Over Fq is hard for W[1]
[9]. For the W[2] membership, let ψ : [0, q) → Fq be an arbitrary indexing of the
elements of Fq s.t. ψ(0) = 0. There exist a prime p and an integer c such that
q = pc, and there is an isomorphism ϕ : Fq → Fp[X ]/P (X), where Fp[X ]/P (X)
is the set of polynomials in X with coefficients in Fp modulo P (X). Let H ′

be a mc × (n(q−1))-matrix over Fp such that ∀i, j, ℓ ∈ [0,m) × [0, n) × [1, q),
∑c−1

u=0H
′
it,jℓX

t = ϕ (ψ(ℓ) ·Hi,j). Intuitively, each of the n(q − 1) columns of
H ′ corresponds to one column of H multiplied by a non-zero element of Fq.

Moreover any element a ∈ Fq is encoded using a c × 1-block







r0
...

rc−1






such

that ϕ(a) =
∑c−1

t=0 rtX
t. It leads to the mc× (n(q−1))-matrix H ′ which can be

computed in time m.n.f(q) for some function f .
Notice that there exists a linear combination of k columns of H which is

equal to 0 if and only if there exist 0 ≤ i1 < i2 < . . . < ik < m(q − 1) such that

the corresponding columns of H ′ sums to 0 (i.e. ∀j ∈ [0,mc),
∑k

r=1H
′
j,ir

= 0)

and ∀r ∈ [1, k),
⌊

ir
m

⌋

6=
⌊

ir+1

m

⌋

. The last condition guarantees that the k chosen

columns in H ′ correspond to actually k distinct columns in H .
To decide whether such i1, . . . , ik exists we use the following blind (mc+1)-

tape Turing Machine M = (Q,Γ,∆,Σ, b, qI , QA). The first tape is associated
with the set of columns of H ′ and each of the remaining tape is associated with
a row of H ′. The alphabet is Γ = {�, 0, 1} ∪ {hi|i ∈ [1, n]} and the states are



Q = {qi,s | i ∈ [1, n(q−1)+1], s ∈ [0, k · p]} ∪ {qrets | s ∈ [1, k · p+ 1]} ∪ {qavi,s | i ∈

[1, n], s ∈ [0, p− 1]}∪ {qread, qA}, with qI = q1,0, b = �, Σ = ∅ and QA = {qA}.
The transitions are separated in two phases:

Phase 1 - Initialization: First, k columns of H ′ are non-deterministically chosen
on the first tape, while of the other tapes is initialized with k times the pattern
10p−1 (i.e. 1 followed by p−1 times 0), such that the ith cell is 1 iff i ≡ 0 mod p.
In order to avoid choosing two columns of H ′ corresponding to the same column
of H but with a different factor, we go strait to the next block of columns, i.e.
when a column j is chosen, the next column is chosen in among the columns
indexed from ℓ to n(q − 1) with ℓ > j and ℓ ≡ 0 mod (q − 1):

〈��
m·c, qi,s, hj1

m·c, qℓ,s+1, (+1)(+1)m·c〉
i∈[1, n(q − 1)], s∈[0, k − 1], j∈[i, n(q − 1)], if s≡0(mod p)
ℓ is the smallest integer such that ℓ > j and ℓ≡0(mod q − 1)

〈��
m·c, qi,s, hj0

m·c, qℓ,s+1, (+1)(+1)m·c〉
i∈[1, n(q − 1)], s∈[0, k − 1], j∈[i, n], if s 6≡0(mod p)
ℓ is the smallest integer such that ℓ > j and ℓ≡0(mod q − 1)

〈��
m·c, qi,s,�1m·c, qi,s+1, 0(+1)m·c〉

i∈[1, n(q−1)+1], s∈[k, kp), if s≡0(mod p)

〈��
m·c, qi,s,�0m·c, qi,s+1, 0(+1)m·c〉

i∈[1, n+1], s∈[k, kp), if s 6≡0(mod p)

〈��
m·c, qi,k·p,�1m·c, qret1 , (−1)(−1)m·c〉 i∈[1, n(q − 1)+1]

〈 m·c, qrets , m·c, qrets+1, (−1)(−1)m·c〉 s∈[1, k]

〈 m·c, qrets , m·c, qrets+1, 0(−1)m·c〉 s∈[k+1, kp+1]

〈 m·c, qretk·p+1,
m·c, qread, 00m·c〉

Phase 2 - Recognition: In order to check that the sum of those columns is the
all-zero vector on Fp, for any column hi in the chosen set, the head of each tape
j moves to the right H ′

i,j times using blind transitions.



〈hi
mc, qread, hi

mc, qavi,1, (+1)0mc〉 i ∈ [1, n]

〈 mc, qavi,s,
mc, qavi,s+1, 0d1 . . . dmc〉 i ∈ [1, n], s ∈ [0, p− 2]

with ∀j∈[1,mc],dj =

{

1 if H ′
i,j > s

0 otherwise

〈 m, qavi,p−1,
mc, qread, 00mc〉 i ∈ [1, n]

〈�1mc, qread,�1mc, qA, 00
mc〉

In the first phase a set D of columns is non-deterministically chosen on the
first tape and on each of the remaining tapes, kp cells are filled with 0 or 1
depending on the rest modulo p of their position. Then all the heads move
back to leftmost non blanc symbol. Notice that the columns in D are chosen to

guarantee that ∀i 6= i′ ∈ D,
⌊

i
m

⌋

6=
⌊

i′

m

⌋

. In the second phase, the sum of the

columns in D is computed by moving the heads of the tapes to the right. The
machine accepts iff at the end all the heads (but the first one) point out a symbol
0, i.e. the sum of all the columns in D of H ′ is the zero vector. Regarding the
number of transitions, in the first phase there are 2kp transitions and at most
kp in the second phase. Moreover the size of the machine is polynomial in n,m,q
and k. As a consequence Weight Distribution is in W[2].

The proof of W[2]-membership for Minimal Distance is the similar, except
that D is chosen of size at most k. �

Dual Minimal Distance Over Fq:
Input: q a power of prime, k an integer, an m× n matrix H with entries in Fq.
Parameters: k, q.
Question: Is there a linear combination of at least n− k columns of H equal to
the all-zero vector?

Dual Weight Distribution Over Fq:
Input: q a power of prime, k an integer, an m× n matrix H with entries in Fq.
Parameters: k, q.
Question: Is there a linear combination of exactly n− k columns of H equal to
the all-zero vector?

Theorem 8. Dual Minimum Distance Over Fq and Dual Weight Dis-
tribution Over Fq are in W[2].

Proof. First we execute the same FPT preprocessing as in standard parameter-
ization (Theorem 7) to get the matrix H ′ over Fp where p is the characteristic
of Fq. Let the vector v be the sum of all the columns of H ′, and notice that
there is set D of at n − k columns that sum to the zero vector iff the sum of
all the columns but those in D sum to v. To this end we consider the matrix
H̃ = (−v|H ′) and we slightly modify the machine used in Theorem 7 to decide
whether the exists a set of at most k+1 columns which includes the first column



and which sum to 0. So the phase 1 is modified to force the set of chosen columns
to include the first column of H̃ . The proof that Dual Weight Distribution
Over Fq is in W[2] is the same except that the size of S′ is fixed to k. �

Theorem 8 shows that the problem Minimal Distance Over Fq with q
power of prime, which consists in deciding whether there exists a subset of at
most k columns of a matrix H with entries in Fq that sum to the all-zero vector
is in W[2]. We can prove similarly the W[2]-membership of the problem which
consists in deciding whether there exists a set of at most k columns that sum
to a given vector. However it is not clear whether the problem which consists
in deciding the existence of a set of at most k columns that sum to a vector
with no zero entry (or equivalently to a vector of maximal Hamming weight).
To be more precise when q is prime one can use the same machine as in proof
of Theorem 7 and change the last transition to check that non of the entries is
0, but this technique fails when q is not prime (say q = p2).

6 Conclusion and Perspectives

We have demonstrated several results on the parameterized complexity of domina-
tion-type problems, including that for any (recursive) σ and ρ, (σ, ρ)-domination
is in W[2] for both standard and dual parameterizations i.e. (σ, ρ)-dominating
set of size k (and at most k) and (σ, ρ)-dominating set of size n−k (and at least
n−k). To this end, we have extended the Turing way to parameterized complex-
ity with a new way to prove W[2]-membership using ‘blind’ Turing machines.
We believe that this machine can be used to prove W[2]-membership of other
problems, not necessarily related to domination.

Several questions remain open. First, the long-standing question regarding the
W[1]-hardness of Minimal Distance remains open [9]. Moreover, several prob-
lems related to domination with parity constraints, such as Weight Distribu-
tion, are W[1]-hard and in W[2], are they complete for one of these two classes,
or intermediate? This question is particularly interesting since these problems
have been proved to form an equivalence class with other problems from quan-
tum computing [15, 2].

It is interesting to notice that, for the dual parameterization, the difference
between Minimal Distance and Weight Distribution seems to vanish in
the sense that both problems are W[1]-hard, while the completeness for W[1]
or W[2] remains open. In fact, no problem of (σ, ρ)-domination is known to be
W[2]-complete for the dual parameterization, thus one can wonder if such a
problem exists or if for any σ and ρ, (σ, ρ)-domination is in W[1] for the dual
parameterization? It would be interesting to examine σ and ρ not ultimately
periodic since they are among the few known cases of hardness when the problem
is parameterized by the tree-width [6].



Acknowledgments. We would like to thank Sylvain Gravier and Mehdi Mhalla
for several helpful discussions, and anonymous referees for fruitful comments.
This work has been partially funded by the ANR-10-JCJC-0208 CausaQ grant
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17. M. Halldórsson, J. Kratochv̀ıl, and J. A. Telle. Mod-2 independence and domina-
tion in graphs. WG: Workshop on Graph-Theoretic Concepts in Computer Science,
1665:101–109, 1999.

18. T. Kloks and L. Cai. Parameterized tractability of some (efficient) y-domination
variants for planar graphs and t-degenerate graphs. International Computer Sym-
posium (ICS), 2000.



19. H. Moser and D. M. Thilikos. Parameterized complexity of finding regular induced
subgraphs. Journal of Discrete Algorithms, 7:181–190, 2009.

20. J. A. Telle. Complexity of Domination-Type Problems in Graphs. Nordic Journal
of Computing, 1:157–171, 1994.

21. J. A. Telle and A. Proskurowski. Algorithms for Vertex Partitioning Problems on
Partial k-Trees. SIAM Journal on Discrete Mathematics, 10:529–550, 1997.


