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Abstract. The results presented in this paper prove the viability of developing a 
robotic network for search and rescue operations. With the capability of peer-
to-peer communication, such robots form an ad-hoc network called Cooperative 
Mobile Network (CMN). All robots in the CMN are semi-autonomous in that 
each operates in three modes: 1) fully controlled by a human commander; 2) 
controlled by a human commander for critical operations only; and 3) fully 
relying on its own intelligence to make decisions for cooperative operations. 
Due to the constraints of weight and processing power, diverse CMN operations 
utilize multiple robots with complementing functionalities. This work was 
performed at the Structures Propulsion And Control Engineering (SPACE) 
NASA sponsored University Research Center (URC)1 of excellence at the 
California State University, Los Angeles. 
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1 Introduction 

Advances in robotics technology increase the utility of diversely applied platforms. 
Robots mitigate risk to emergency responders, and facilitate exploration of dangerous 
environments. Emergency responders may use the device to locate victims of catas-
trophe. A robotic platform was used to investigate radiation levels after a tsunami 
decimated a Japanese nuclear reactor on May 11, 2011 [1]. Exploration of Mars de-
pends upon versatile robotic platforms. The Mars Science Laboratory/Curiosity is an 
automated Mars rover vehicle that propels itself across the surface of Mars, and 
landed on the Martian surface on August 6th, 2012 [2]. Previously, the Advanced 
Computation and Communication Team of the Structures Pointing And Control Engi-
neering (SPACE) University Research Center (URC) at California State University of 
Los Angeles (CSULA) proposed a design of a Hybrid Routing Algorithm Model uti-
lizing semi-autonomous control for the navigation of the mobile robotic platform [3]. 
                                                           
1 Acknowledgement to NASA University Research Center Program, Grant # NNX08BA44A. 
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This work utilizes a cooperative mode of interaction between several codependent 
mobile entities which form an ad-hoc network for peer-to-peer communication. The 
codependent mobile entities include a team of large and small ground robots, an Un-
manned Aerial Vehicle (UAV), and a Host Computer Station (HCS) which form the 
Cooperative Mobile Network (CMN). Each robot communicates with the HCS to 
acquire optimal paths of movement. Optimal paths are calculated by the HCS based 
on coarse-scale maps provided from an Unmanned Aerial Vehicle (UAV) [4]. The 
robots in the CMN are able to autonomously participate in predefined situational task 
redistribution. Figure 1 depicts a control and communication flow between the UAV, 
the HCS, and the mobile entities utilizing by the Programmable System on Chip-5 
(PSoC-5) microcontroller [5]. Currently, the CMN utilizes two categories of robots, 
namely the Reconnaissance robots (followers) and the Heavy-Duty robots (leaders). 
The UAV and the ground robot prototypes are shown in Figure 2. 

 

Fig. 1. Robotic Control and Communication with Hybrid Routing Algorithm Model 

 

Fig. 2. Cooperative Mobile Network Robot Prototypes 

Figure 3 shows a Cooperative Mobile Network scenario with five robotic groups 
operating within the level 1 area (defined as 1 kilometer by 1 kilometer). Each group 
consists of four light-weight Reconnaissance robots and one Heavy-Duty robot. The 
objective of the Reconnaissance robots is to survey the assigned territory for data of 
interest, such as natural disaster survivors.  The Reconnaissance robots operate in 
their respective level 2 areas (defined as 100 meters by 100 meters). If the Reconnais-
sance unit detects a survivor in need of immediate medical attention, it communicates 
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through the CMN to the HCS, which in turn assigns this robot's coordinates as a high-
priority task. Then the HCS issues an immediate dispatch command to the nearest 
available Heavy-Duty robot with an Audio/Video (AV) observation system, medical 
kit, and other situation-specific supplies onboard. On the other hand, the lower priori-
ty tasks which do not involve immediate human rescue will be queued until the high-
priority tasks are completed. If neighboring Heavy-Duty units are available, they will 
be dispatched for execution of other low-priority assignments. 

 

Fig. 3. Cooperative Mobile Network Unit Grouping and Task Prioritization 

This paper is organized as follows: Section 1 introduces justification for the CMN.  
Section 2 provides a comprehensive discussion of System Architecture, which in-
cludes system layers, sensor and actuator interfaces, and interconnections from soft-
ware and hardware perspectives. Section 3 presents the Hybrid Routing Algorithm 
Model used for structural environment mapping and semi-autonomous robotic naviga-
tion. Section 4 discusses a non-contact method for pulse extraction based on Eulerian 
Video Magnification. Section 5 presents a real-time Video Observation System for 
Heavy-Duty robots.  Section 6 shows different CMN scenarios including task priority 
assignment and task redistribution.  Section 7 concludes the paper. 

2 System Architecture 

Semi-Autonomous Mobile Platform architecture is used to facilitate the development 
of the CMN. It consists of two primary components: 1) the Host Computing Station 
and 2) the Onboard Embedded Hardware. The HCS is responsible for calculating 
optimal paths using scale maps created from data provided by a UAV. The embedded 
hardware facilitates peer-to-peer collaboration, real-time operations, and obstacle 
avoidance. This hardware consists of three primary layers: the Algorithm, the Plat-
form, and the Driver Layer. The architecture of the robotic platform is shown in  
Figure 4. 
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Fig. 4. Robot System Architecture 

A prototype of hands-free head-tracking vision control has been implemented to al-
low human commanders to remotely observe the surrounding environment of a robot. 
A camera mounted to the robot will move to mirror the motion of the user's head. The 
goal of the CMN is to perform diverse operations utilizing multiple units with com-
plementing capabilities to overcome constraints in weight and processing power. For 
example, lighter and faster scouting mobile units only perform environmental surveil-
lance with a set of environmental sensors. This set of environmental instruments in-
cludes, but is not limited to, temperature, dust, gas, humidity, altitude IMU, GPS, and 
IR/Laser obstacle detection sensors. The unit is also equipped with light-weight video 
camera and an embedded computer that will perform a video magnification process to 
detect potential survivors either by detecting pulse rate, signs of breath, or subtle body 
movements. Once any of these signals is validated by the HCS software or its opera-
tor, the Heavy-Duty mobile units will be dispatched to the survivor. 

Figure 5 shows the data flow between the Algorithm and Platform Layers of the 
embedded hardware. The motor encoders and the Inertial Measurement Unit (IMU) are 
responsible for proper mapping and unit localization while the sonar, the IR sensors, 
and the Kinect depth sensor allow the robot to move autonomously by performing real-
time obstacle monitoring. The Driver Layer reveals the sensor interfaces used by the 
robotic units. The Inter-Integrated Circuit (I2C), Pulse-Width Modulation (PWM) 
control, Analog-to-Digital Converter (ADC), Universal Asynchronous Receiv-
er/Transmitter (UART), and Serial Peripheral Interface (SPI) are used for interfacing 
PSoC-5 with the aforementioned sensors. The sensor interface is responsible for ac-
quiring and fusing IMU data from its multiple sensors in order to perform robot map-
ping and localization. Kalman Filter and Direction Cosine Matrix are implemented on 
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the PSoC-5 microcontroller for state estimation and alignment of body rotation with 
global frame of reference. The actuator interface is also provided on the PSoC-5 unit, 
since it will drive the motor controllers based on the information calculated in the Al-
gorithm Layer and it will be transferred to the Motor Control Algorithm block of the 
Platform Layer. 

 

Fig. 5. Control Flow of the Embedded Hardware with Sensor and Actuator Interfaces 

3 Hybrid Routing Algorithm Model 

A three-level map hierarchy has been defined to efficiently estimate routes by utiliz-
ing aerial information obtained from a UAV  and transmitted to the HCS for  
determining level 1(L1) and level 2 (L2) routes. The onboard processor dynamically 
calculates the optimal level 3 (L3) route to respond to real-time environment changes. 
Figure 6 shows the three-level map configuration. The A* path finding algorithm is 
used for determining the shortest route between endpoints [6]. 

The Kinect system, equipped with multi-array depth sensing capability, has an ob-
ject detection range from 80 centimeters to 4 meters [7]. It works alongside IR Sharp 
GP2Y0A21YK0F sensor, which is responsible for 10 - 80 centimeter object detection 
[8]. The UAV aircraft acquires obstacle data when flying over selected terrain. 
Ground images are captured and transmitted to a UAV control station. An operator 
marks appropriate obstacle coordinates (cells on L1 and L2). The left side of Figure 7 
shows a prototype application that simulates obstacle-extraction from an aerial view 
and communication interface between the HCS and the UAV control station. This 
application converts geospatial coordinates identified by the operator as an obstacle to 
Euclidian distances. It is performed using an embedded Google-Map applet. The ap-
plication maps information on the level-specific grid and saves it to a map database in  
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Fig. 6. Three-level Mapping of Hybrid Routing Algorithm Model 

 

 

Fig. 7. UAV Control Station Simulation Application and HCS Application 

 
a hierarchical eXtra-Markup Language (XML) format [9]. After receiving a commu-
nication acknowledgment request from the HCS, the UAV control station transfers 
the newly acquired coarse-grain map data. 

The HCS is equipped with an implementation of the A* pathfinding algorithm, and 
is responsible for the pathfinding computations. The right side of Figure 7 shows a 
default layout of an HCS application. The Open Graphics Library (OpenGL) generat-
ed map of an L1 grid is further divided into hundred L2 cells [10]. The L1 grid 
represents a terrain of 1 kilometer by 1 kilometer, with yellow textures representing 
L2 obstacles obtained from aerial view (currently simulation). The green texture 
represents the starting position of the robot within L2 square and the blue texture 
represents the target destination for the robot. White textures show the calculated 
optimal path found by the application. The HCS application contains a parser, which 
recognizes encapsulated aerial information received from the UAV Control Station 
application and sorts it in the level-specific arrays. 



642 G. Herman et al. 

 

4 Eulerian Video Magnification for Robotic Search  
and Rescue Operations 

The CMN robots are equipped with video cameras which are utilized for human res-
cue operations. The method of Eulerian Video Magnification (EVM) was discovered 
and implemented by MIT for medical applications [11]. The human pulse, breathing 
rate, and other biometric information are extracted as video clips during search and 
rescue missions to provide immediate medical assessment.  

The pulse identification process utilizing EVM is as follows:  1) A facial recogni-
tion module shown in Figure 8 allows the Reconnaissance robots to identify the pres-
ence of a potential human victim.  2) A real-time pulse detector focuses on the human 
forehead in order to retrieve the victim’s pulse [12]. 3) The nearest Heavy-Duty robot 
is dispatched to the victim to set up real-time AV communication with the HCS oper-
ator. It delivers a medical kit and water to victim(s) who are capable of self-assistance 
or to people capable of assisting the victim. 4) The original video sequence is record-
ed for 15-20 seconds and transmitted to the HCS. EVM is performed and the output 
video is analyzed by the operator. 

 

Fig. 8. Face Detection Module for Reconnaissance Robots 

EVM applies spatial and temporal filters to an original video sequence and ampli-
fies color and motion to visually represent information that is generally invisible to a 
human eye.  Such information includes blood circulation, breathing, and pulse rate.  
This information is time critical for rescuing survivors from dangerous areas. The 
pulse rate is extracted and analyzed immediately, while video sequences of 15-20 
seconds is periodically transmitted to the HCS, with an “urgent” tag added to se-
quences when a human pulse is successfully detected. The non-urgent video se-
quences are saved on the HCS server and EVM is performed on each video clip. The 
EVM also amplifies low spatial amplitude motions. For example, if a live human 
body is trapped under debris, the embedded laptop will not be able to immediately 
detect and analyze the pulse using EVM. However, it will detect breathing and subtle 
physical displacement of debris. The EVM detects and amplifies subtle signals  
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(Figure 9). The HCS database of original and magnified videos will allow operators to 
review and organize all collected information to aid a rescue mission.     

Since the EVM process is sensitive to the temporal characteristics of noise, spatial 
filtering has to be adjusted to reveal the signal of interest. When analyzing certain 
signals, the kernel of the separable binomial filter is increased in order to achieve 
noise suppression. The operator at the HCS has a user interface with the ability to 
apply various filter settings such as the selection of: 1) spatial and temporal filter 
types, 2) amplification factor, 3) frequency range, 4) wavelength cutoff, 5) frame rate, 
6) attenuation factor, and 7) the radius size of the binomial filter. The side by side 
display allows the operator to visually compare the original video clip to the magni-
fied output. 

 

Fig. 9. Eulerian Video Magnification of Original Video Sequence on HCS (Post-Processing) 

5 Video Observation System 

A user-controlled observation system has been implemented in order to perform real-
time remote environment visualization, while maintaining control of the onboard 
visualization system orientation. A hands-free design allows remote control of an 
observation system that follows the motion of an operator worn headset.  

The observation system is comprised of two modules: a control headset equipped 
with a video receiver and an onboard observation deck equipped with a video trans-
mitter. The control protocol operates through the main data communication channel 
between the HCS and the embedded laptop. The control protocol is responsible for 
controlling the angular displacement of motors with respect to the motion of the head-
set. Video data is rendered through a dedicated video channel to the HCS and allow 
the operator to make immediate decisions based on transmission of the real-time visu-
al environment information.  
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An IMU controlled by a PSoC-5 is attached to the center of iTV-goggles, which 
are worn by the mission operator [13]. When the unit is operational it collects data 
from the IMU and estimates the orientation of the headset with respect to a fixed 
global frame of reference. A Direction Cosine Matrix algorithm transforms rotation 
coordinates of a moving body (the headset) to a global reference frame. Based on 
motion with respect to the Earth, PWM signals transmitted to the remote observation 
system servo motors perform angular displacement of the camera. Video information 
is transmitted via a 5.8 GHz video transmitter and rendered on the HCS as well as on 
the iTV ITG-PCX3D device worn by the operator. A prototype of the embedded ob-
servation deck, using wired interconnections, is shown on Figure 10. A nested screen 
provides a snapshot from a real-time video observed by an operator while controlling 
the observation unit with the headset. 

 

Fig. 10. Prototype of an Observation System for Heavy-Duty Robots 

6 Cooperative Mobile Networking 

The CMN diversifies operations and utilizes multiple robots with complementing ca-
pabilities. Lighter scouting robots, equipped with environmental sensors and a light-
weight video camera, utilize EVM to detect potential survivors.  If the location of a 
survivor is verified, the Heavy-Duty robots are dispatched to assist the survivor. The 
Heavy-Duty robot includes the default aforementioned equipment and houses a power-
ful 360 degrees observation unit which allows real-time audio and visual communica-
tion with the HCS operator. The operator of the HCS observes the environment using 
the remote observation system and switch responding units from autonomous to ma-
nual operation mode if necessary to remotely assist the survivor(s).  The Heavy-Duty 
robot also includes a first-aid medical kit and bottled water in case survivor(s) are ca-
pable of assisting themselves either with or without remote supervision.  

The CMN can autonomously participate in situational task redistribution. Given 
situation-specific objectives, the units have the capability of issuing cooperative net-
work commands to adapt with changing environmental conditions. Figure 11 illu-
strates a CMN firefighting scenario. The robots are initially scouting and mapping 
unknown territory in a scattered formation. When one of the robotic units detects 
substantive temperature rise in their current region, it will interrupt the network with 
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an updated CMN objective. It will issue a "Gather Formation" command for Heavy-
Duty robots and an "Evacuation" command to units that do not possess firefighting 
equipment.  

 

Fig. 11. Cooperative Mobile Network – Gathering Formation and Evacuation 

The CMN is also applied to radiation monitoring scenarios. Reconnaissance robots 
surveying a specific region for hazardous levels of radiation in an initial scattering 
mode will dispatch other robots after detecting a threshold level of radiation.  Res-
ponding robots will abandon their scattered search and move towards the location 
where threshold levels of radiation will be surpassed. This scenario is illustrated on 
Figure 12. These formation adjustments of the robots will save time and power by 
switching the CMN to a mission specific mode such as deploying stationary radiation 
sensors into recently identified areas of interest. 

 

 

Fig. 12. Cooperative mobile Network – Mission Switching Scenario 
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7 Conclusion 

This paper verifies the concept of a Cooperative Mobile Network (CMN) based on 
two categories of search and rescue robots: Reconnaissance and Heavy-Duty.  The 
CMN is based on the implementation of semi-autonomous control robots guided by a 
three-level Hybrid Routing Algorithm Model. A UAV acquires obstacle data for L1 
and L2 areas and relays them to the Host Computer Station (HCS). Each individual 
unit is capable of dynamic navigation within an L3 area. The HCS oversees the ad-
hoc communication between the robots. The commander controls a visual observation 
system installed on the Heavy-Duty robots. The commander remotely provides medi-
cal assessment and assistance to catastrophe survivors, natural disaster victims, or 
humans who are facing other life-threatening situations. The Reconnaissance units 
provide speedy survivor search while scanning for potential victims. Once a potential 
victim is identified, the EVM algorithm is utilized to extract a pulse, and a priority 
level to the rescue task is assigned. In case of high-priority status, the nearest availa-
ble Heavy-Duty unit is automatically dispatched to the victim.  

Future work will focus on complete implementation of the presented CMN. Opti-
mization will be conducted to increase efficacy of the CMN, such as incorporation of 
different pathfinding algorithms as well as an addition of two-way audio communica-
tion between every Reconnaissance robot and the HCS.  Robotic classification will be 
sought to address diverse real-life search and rescue situations. 
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