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Abstract. Humanity’s desire to enable machines to “understand” us drives  
research that seeks to uncover the mysteries of human beings and of their reac-
tions.   That is because a computer’s ability to correctly classify our emotions 
will lead to an enhanced experience for a user.  Making use of the eye of the 
computer, a webcam, we can acquire human reaction data through the acquisi-
tion of facial images in response to stimuli.   The data of interest in this research 
are changes in pupil size and gaze patterns in conjunction with classification of 
facial expression.  Although fusion of these measurements has been considered 
in the past by Xiang and Kankanhalli [14] as well as Valverde et al. [15], their 
approach was quite different from ours.  Both groups used a multimodal set-up: 
an eye tracker alongside a webcam and the stimulus was visual.  A novel ap-
proach is to avoid costly eye trackers and rely on images acquired only from a 
standard webcam to measure changes in pupil size, gaze patterns and facial ex-
pression in response to auditory stimuli.  The auditory mode is often preferred 
since luminance does not need to be accounted for, unlike visual stimulation 
from a monitor.  The fusion of the information from these features is then used 
to distinguish between negative, neutral and positive emotional states.  In this 
paper we discuss an experiment (n = 15) where the stimuli from the auditory 
version of the international affective picture system (IAPS) are used to elicit 
these three main emotions in participants.  Webcam data is recorded during the 
experiments and advanced signal processing and feature extraction techniques 
are used on the resulting image files to achieve a model capable of predicting 
neutral, positive, and negative emotional states.  

1 Introduction 

Pupil dilation and constriction are involuntary processes controlled by the Autonomic 
Nervous System (ANS).  Knowing that it is also the ANS that gives us the ability to 
feel emotions, there is an obvious connection between changes in the diameter of our 
pupils and changes in emotions.  Environmental factors such as lighting also change 
our pupils’ sizes to control the amount of light that reaches the retina. Although res-
ponses to brightness levels are usually visibly apparent to the naked eye and consi-
dered primary, pupil size variations due to emotional factors are independent.  While 
keeping the brightness level constant, pupil measurements can be an effective and 
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unobtrusive way of understanding how a human feels about a visual or auditory sti-
mulus.   The sounds can be customized and delivered in a story-like fashion [8] or 
extracted from a database such as the International Affective Digital Sounds (IADS) 
[11] one. It is important to maintain the stimuli of various categories at a constant 
level to avoid the interference of dilation due to cognitive processing, another type of 
reaction of the ANS [10]. 

Emotions have different categories and the most common ones to be studied in the 
field of HCI are the valence and arousal dimensions.   The valence dimension varies 
from negative to positive reactions whereas the arousal one varies from calm to very 
excited reactions.   Users can rate their emotions after each stimulus using these cate-
gories and changes in pupil diameter have been able to differentiate between two 
groups in the arousal category: neutral and excited [1, 4, 8, 10].   Therefore, another 
facet to the problem presents itself.  How can we devise a system to classify human 
emotion that is able to detect a difference between positive and negative emotions in 
the valence category?  We want the design to be autonomous and, because of the use 
of a remote camera, unobtrusive.  A possible solution lies in the fusion of different 
measurements such as pupil size and other facial features.  Separately, pupil dilation 
has been able to differentiate between neutral and excited states whereas facial ex-
pression detection using a software such as FaceReader [17] has successfully classi-
fied emotion based on exaggerated features.   Together, pupil size measurements and 
facial expression detection along with eye gaze can provide a finer tuned classifica-
tion approach.  Subtle, naturally occurring emotional states will have a better chance 
of being detected bringing us closer to the goal of replacing user rating input with 
other sets of data and giving a computer the ability to make the distinction between 
positive, neutral and negative emotional reactions without burdening its user. 

Keeping in mind these various challenges, webcam data from 15 participants was 
collected while they listened to positive, neutral and negative auditory stimuli chosen 
from the IADS database.  Participants were asked to remain as steady as possible 
while maintaining a constant unspecified distance from the camera.  They sat within a 
controlled lighting environment while listening to the stimuli.  These stimuli were 
chosen to elicit “compatible” positive and negative emotions (i.e. at the same intensity 
level).  The neutral stimuli were chosen to be used as a frame of reference.  Various 
image processing techniques were applied, including the use of wavelets in the extrac-
tion of pupil size, gaze patterns and parameters to analyze facial expressions.  
Changes in the shape of eyebrows and mouths and distances between eyebrows were 
the facial parameters of interest.  Using a suitable classification process, results in 
differentiating between reactions from positive stimuli and neutral ones and ultimate-
ly from those that an HCI system would like to avoid, the negative ones, will be pre-
sented.   

2 Experiment  

Using the AVS Audio Editor 7.2, a fifteen minute track was created that included 
various types of sounds from the IADS database.  These six-second sounds were  
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classified by the NIMH Center of the Study of Emotion and Attention according to 
valence, arousal and dominance ratings.  Certain sounds were repeated to possibly 
assess whether a change of interest in the sound could be detected.    As shown in 
Table 1, a total of 40 sounds were chosen based on similar arousal ratings in the dif-
ferent valence categories of neutral (N), pleasant (P) and unpleasant (U).  In other 
words, all unpleasant sounds had high arousal ratings and all pleasant sounds except 
the Brook and Harp ones also had high levels of arousal.  On the other hand, all 
sounds except for Alarm and Yawn that were rated as neutral in valence in the data-
base had neutral arousal ratings.  The soundtrack played these sounds in various  
sequences as shown in Table 1 to keep the participants engaged.   

Table 1.  

 

 
Seated comfortably in front of a Microsoft LifeCam Studio 1080p HD webcam, 

volunteers (10 males and 5 females) between the ages of 20 and 30 were asked to 
look into the camera while listening to each of the first 30 sounds.  They were then 
given 10 seconds to assess their emotions using the Self-Assessment Manikin (SAM) 
for 9-point valence and arousal scale ratings in between each six second sound.  For 
the last set of 10 sounds, participants looked into the camera while listening to the 
sounds without having to provide ratings.  This enabled us to gather data for future 
work on determining whether the rating process disrupts and alters reactions to 
sounds.  Recordings of each volunteer were gathered with the latest Cyberlink UCam 
software and stored on an external hard drive for processing. 

Some sounds were played several times in the user rating part of the experiment, 
the first 30 sounds.  The Baby sound was played three times, Buzzer was played three 
times and Tropical was played twice.  The Scream and Harp sounds were played once 
in that group.  The Baby and Buzzer sounds were chosen to repeat more than once 
because of their respective high and low valence ratings and compatible database 
arousal ratings.  The Tropical sound was repeated more than once as it was a good 
representation of a neutral sound according to the database ratings.   The anticipated 
use of sound repetitions was not only to increase the number of samples in the three 
different valence categories but to also gather additional data that could be used to 
detect whether a loss of interest in the sounds occurred during the experiment. 
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Additional features: eyebrow curvature and distance between brows were obtained.  
At first, an unsuccessful attempt was made at building an eyebrow classifier due to its 
unavailability in the current Computer Vision Toolbox in Matlab and in the Haar 
Classifiers of Open CV.  Therefore, the eye detector along with a vertical movement 
of a cropping rectangle to the eyebrow region was used.  Using a filter based on Ga-
bor wavelets, eyebrows were segmented due to their different texture.  Once the  
image was converted to a binary representation based on a histogram threshold, mor-
phological erosion had to be used to thin out the eyebrows in certain cases.   

Like the mouth, pixels for each brow were fit to a curve to obtain a curvature mea-
surement.  They were also used in calculating the distance between the brows (in 
number of pixels).  A snapshot of this is shown in Fig. 3.                

 
Fig. 3.  

As measurements were gathered for the pupils and eyebrows, results which indi-
cated blinks were tagged and removed during analysis.  Specifically, if the eyes could 
not be detected, the Matlab codes set pupil sizes and center locations to 0.  Since eye-
brow detection was based on eye detection, the curvatures of the brows and distances 
between them were also set to 0 during a blink.  Mouth curvature readings did not 
suffer any discontinuity.   

The hypothesis that the facial parameters acquired would be different in response 
to the various sounds was supported by ANOVA test results.  Statistical difference 
was ascertained on the data collected for right pupil sizes, mouth curvature, left brow 
curvature and distance between brows for each participant for all five sounds.  This 
analysis did not include repetitions of sounds.  In other words, it was based on the 
first Baby sound heard, the first Buzzer sound, the first Tropical sound and the 
Scream and Yawn.  

Upon consideration of the means of  this experiment’s Manikin ratings for these 
five sound samples, it is clear that the Baby sound evoked the most combined positive 
emotion (greater than average valence and arousal mean ratings) and the Scream 
evoked the most combined negative emotion (smaller than average valence and larger 
than average arousal mean ratings).   This is illustrated in Fig. 4 (Note: Based on 9-
point valence and arousal scales, the average values are 4.5). 
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Fig. 4.  

Observing that three sounds, namely, Baby, Buzzer and Scream had the same mean 
arousal ratings and that the Buzzer sound had a close to average valence rating, cate-
gories were assigned to them.  The Baby sound was categorized as a pleasant one by 
the volunteers which was consistent with the IADS’ rating.  The Scream’s unpleasant 
rating was also consistent with the database.  The Buzzer was rated neutrally in con-
trast to the unpleasant rating given in the database.  A factor worthy of consideration 
in future research is whether this difference can be attributed to the fact that this expe-
riment’s group of volunteers are city dwellers who are exposed to the daily sounds of 
ambulance sirens and buzzers of elevator doors rendering them somewhat cognitively 
immune to the Buzzer sound.  It will be interesting to observe in the analysis portion 
of this experiment whether parameter measurements will end up supporting this neu-
tral rating. 

The analysis of parameters focused on these three sounds and the first times they 
were heard. When considering mouth curvature, the means obtained for each sound, 
when plotted, were able to make them distinguishable for most volunteers as illu-
strated in Fig. 5. 

 

 
Fig. 5.  
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The second parameter that was considered was brow curvature.  Before analysis, 
T-tests were performed to determine the statistical difference between each volun-
teer’s left and right brow curvature.  In all but two cases, there was no statistical dif-
ference between them.  Therefore, a mean of the two curvatures was used in the spe-
cial cases and only information for the left brow was used for the rest.  Another inter-
esting trend resulted in that most volunteers exhibited distinguishable reactions to 
these three sounds based on the maximum eyebrow curvature values (Fig. 6).  

 
Fig. 6.  

The minimum eyebrow curvatures were not as informative when plotted but did 
exhibit a distinction in their standard deviations (Table 2). 

Table 2. 

 

 
The third parameter which was considered was the distance between the eyebrows.  

Considering that the distance will decrease with a frown and will increase with sur-
prise, the minimum and maximum of the distances were calculated and plotted in  
Fig. 7 to gain insight into the possible impact of this measurement. 

The minimum distances show that the smallest distance occurred with the buzzer 
sound.  Otherwise, even though visual distinction between the three sounds was diffi-
cult to make based on the plots, small differences existed making it a parameter wor-
thy of consideration. 

The final two parameter measurements, pupil size and x-y center coordinates were 
the most difficult to obtain.  They both depend on a high level of precision which was 
difficult to obtain accurately if the color of the iris was close to pupil color.   
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Fig. 7.  

 

 
Fig. 8.  

Therefore, the analysis shown below was based only on the subjects with light eye 
colors (n = 5).   T-tests confirmed that the set of measurements for the right pupil 
were not statistically different to the set of measurements for the left pupil.  There-
fore, the left pupil’s measurements were used for analysis.  A moving average for 
each participant’s left pupil size was taken and corresponding data point means were 
calculated and plotted in Fig. 8. 

The differences in the means and reactions to the different types of sound could be 
established.  Keeping in mind that data acquisition was based on images from a high 
resolution webcam and that a moving average was applied, the plots did not show the 
uniformity exhibited by Parlata and Surakka’s [4] eye tracker plots.  Nonetheless, it 
appears that the pleasant sound (Baby) did not elicit as great a change in pupil size as 
the other two sounds.  The Buzzer, unlike the neutral rating it received in the experi-
ment, seemed to startle the listener and kept him/her on high alert and the Scream 
triggered a delayed response, perhaps due to the volunteer’s delayed reaction in un-
derstanding whether the scream was a joyful one or an unpleasant one. 

Finally, the vertical and horizontal changes in eye position were considered.  Al-
though volunteers were instructed to look at the camera, we considered whether the 
gaze remained direct or if it became averted.  According to Adams and Kleck [18], a 
direct gaze can be attributed to joy and an averted one is associated with fear.  This 
means that the Baby sound would most likely evoke a direct gaze and the Scream, an 
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averted one.  Using a moving average filter, saccades were filtered out and horizontal 
and vertical eye positions were plotted.  Unfortunately, the results were inconclusive.  
An averted gaze which would necessitate a similar change in position for the right and 
left eye over several frames was not displayed in the generated analytical plots.     

4 Classification Results 

Using Matlab’s Neural Network Toolbox, the Pattern Recognition Tool was used to 
train a classifier using the parameters presented, specifically, mouth curvature means, 
maximum eyebrow curvatures, pupil size means along with minimum and maximum 
distances between eyebrows.  Vertical and horizontal locations of pupil centers were 
not included in the classification.  The pool of data included five feature measure-
ments for each volunteer for the first Baby sound, all three Buzzer sounds and the 
Scream.  An additional volunteer’s data was also included resulting in a total of 80 
sets of facial and pupil measurements.  Ten sets were saved for testing and the rest 
was used in a three output classification model representing the three valence emo-
tions of interest.  Utilizing ten hidden neurons and twenty-eight iterations, a success-
ful pattern recognition classifier with a Mean Squared Error of 1.77761 10ି ݔଷ was 
built based on the majority of data collected.  A small group was kept for testing after 
training.   The resulting confusion matrix for testing, shown in Fig. 9, shows promis-
ing results. 

 

Fig. 9.  
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Class 1 represented the Baby sound, class 2 represented the Buzzer and class 3, the 
Scream.  One out of ten groups of parameters was incorrectly classified into the 
Buzzer sound category.  A successful classification rate of 90% was attained.   

5 Additional Remarks 

It is interesting to revisit a comparison of the ratings for the three sounds provided by 
the IADS database and the ratings given by the participants of this experiment.  Al-
though the database also shows the Baby and Scream sounds as pleasant and unplea-
sant, a significant difference lies with the Buzzer sound ratings.  The database  
assigned a valence mean of 2.42 (arousal mean: 7.98) which would categorize it as 
unpleasant.  Volunteers for this experiment rated it as a close to neutral sound (va-
lence mean: 4.7; arousal mean: 5.7) as seen in Fig. 4.  Experimental results, particu-
larly, pupil size means seem to indicate greater than neutral reactions.  Although  
reactions to sounds can be quite subjective, the inaccuracy in the pupil size measure-
ments might be a factor.   This will need further probing.   

A preliminary analysis was conducted on the parameters of a small group of volun-
teers to determine whether hearing a sound more than once resulted in a different 
reaction.  The Baby sound which was played three times during the soundtrack, al-
though rated the same way, evoked different reactions indicative of a loss of interest.  
That is the reason only the first instance of this sound was included in the data used 
for classification.  Reactions to the Buzzer sound did not exhibit this type of change 
and was included in the data. This outcome supports a neutral type of reaction by the 
volunteers.  An analysis of the reactions to repetitive sounds requires further investi-
gation.     

6 Future Work 

In addition to the previously mentioned study of loss of interest detection, analysis 
based on the other sounds used in the experiment will need to be explored.  An at-
tempt will be made at improving the understanding of the relationship between user 
rating and respective reactions modeled by facial and pupil size measurements.  This 
means that the algorithm for pupil size and center location will need to be improved to 
better accommodate participants with dark eye colors.  A second attempt at building 
an eyebrow detector will be made so as to avoid relying too much on the eyes to lo-
cate them.  This way, eyebrows, will still be detected during blinks.  Also, the data 
collected during the last ten sounds, which did not include user rating, will be  
compared to the reactions of similar sounds during the first thirty sounds which incor-
porated participant rating.  It would be interesting to assess whether asking for user 
rating somehow interrupts emotional reactions.  Finally, another parameter, such as 
Heart Rate Variability, will be explored as an additional unobtrusive measurement 
that can contribute to the assessment of emotion.   This experiment will be repeated to 
increase the sample size and strive for a classification rate larger than 90%.   
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