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Foreword

A gesture is a form of non-verbal communication in which actions performed with
the body communicates a particular message. Gestures are a fundamental aspect of
human interaction, both interpersonally and in the context of human computer
interaction. Gesture recognition technology is rapidly gaining popularity due to the
availability of new non-invasive sensors such as Kinect, and the many driving
applications in gaming, computer interaction technology, human robot interaction,
security, commerce, assistive technologies and rehabilitation, sports, sign language
interpreter, and gestures recognition for cars, appliances and the operating rooms
of the future.

I was very pleased to be asked to write the foreword of this book, since I have
been closely following the challenges and workshops on gesture recognition
organized by the editors of this book. Organizing these challenges represents a
significant effort from the editors, but they have created a unique dataset to explore
a variety of interesting problems in machine learning, computer vision and gesture
recognition. In 2011, when the first challenge was organized, there were not
multi-modal and complex public databases available, and many times results were
reported in proprietary dataset with varying size, difficulty and quality of labels. The
organization of these public challenges that provide training/testing protocols, data
and labels is fundamental to be able to analyze and compare in a fair manner gesture
recognition algorithms. The book reviews some of the most promising techniques
from the challenges 2011–2013 and 2014, along with several papers that broaden
other aspects of gesture recognition.

A primary goal of gesture recognition algorithms is to create robust systems with
the ability to identify and respond to different gestures of an individual. From a
machine learning perspective detecting and recognizing a gesture from set of pre-
defined gestures can be framed as a supervised event detection problem. Existing
supervised methods will differ in the use of data, labels, features and models;
however, there are a number of challenges that standard machine learning methods
for time series analysis (e.g., DBN) have to address to build gesture recognition
systems. These challenges include learning from few examples and noisy labels,
dealing with the gesture’s variability (e.g., duration, trajectory, appearance, shape)
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within and between subjects, incorporate geometric invariance (e.g., scale, rota-
tion), learn optimal spatio-temporal representations, on-line temporal segmentation
and real-time inference, robustness, and detecting the gesture with as little latency
as possible. This book provides insight into all these challenges, and describes new
problems and opportunities for gesture recognition, as well as describing
state-of-the-art algorithms.

The first part of the book (Chaps. 1–9) reviews state of the art and covers articles
that address diverse topics in gesture recognition with emphasis in machine learning
methods. Three chapters focus on new machine learning methods for supervised
gesture recognition. Chapter 2 presents a method to model video sequences as
tensors and measure similarity between videos using product manifolds. Chapter 5
proposes a new DBN inspired by recent algorithms in language and text processing
and Chap. 8 describes an appearance based method for affine invariant gesture
recognition and its application to classification of sign language videos. The
remaining of the chapters in the first part addresses different problems in gesture
recognition. Chapter 4 proposes a method to select a set of gestures with low
likelihood of false triggering. Chapter 6 describes original work on representing
facial gestures by linearly combining a set of face spaces. This model is able to
represent compound emotion categories. Chapter 7 presents a probabilistic method
to learn models of recurring signs from multiple sign language video sequences
containing the vocabulary of interest. Chapter 9 addresses the problem of parsing
human poses from static images and recognizes the activities using hierarchical
poselets. An important application of gesture recognition is sign language recog-
nition, and Chap. 3 discusses sign language recognition using linguistic sub-units.
All these articles give a complete picture of different researchers’ efforts for this
important and challenging problem.

The second part of the book consists of articles from authors participating in
different challenges. Chapters 10–13 covers the methods from the participants in the
2011–2012 challenge on single user shot-learning gesture recognition with Kinect.
All these methods propose different spatio-temporal descriptors (STDs) in combi-
nation with new classification schemes. Chapter 10 describes a real-time gesture
recognition that combines a new STD with SVMs for on-line video segmentation
and recognition. Chapter 11 encodes gestures as a Bag of Words from a sparse
representation of a new STD, then it uses Dynamic Time Warping (DTW) to
provide an effective method for temporal matching. Chapter 12 proposes two
variants of STDs and DTW, in combination with a method to remove
un-informative frames. Chapter 13 analyzes a multi-component network with
motion, location, shape context and DTW that are combined for one-shot learning
gesture recognition method. The book also describes some papers related to the
2013 challenge on user-independent task from continuously performed gesture
using audio, skeletal, binary masks, RBG and depth information. Chapter 14 pro-
poses a Bayesian co-boosting framework in combination with HMMs for multi-
modal gesture recognition. Chapter 15 presents a method for transfer learning
which uses decision forests, and apply it to recognize gestures and characters.
Chapter 16 presents a framework for multimodal gesture recognition that is based
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on a multiple hypotheses rescoring fusion scheme, including evaluation on
ChaLearn multi-modal gesture recognition challenge 2013.

Chapter 17 describes an open-source C++ library for real-time gesture recog-
nition. Chapter 18 discusses two template-based methods to learn from noisy
annotations provided by crowdsourcing methods. This is a very important topic,
since having access to well labeled data (i.e., consistent start/end of the gesture) is a
key factor for the success of any machine learning gesture recognition method.

Finally, Chap. 19 discusses current deep learning methodologies for gesture
recognition, including comparison of different architectures, fusion strategies,
databases and challenges.

There has been depth research in systems for gesture recognition since the last
four decades, and due to the advances in new sensors, computation and machine
learning methods, I believe we are in a new age for gesture recognition. Looking
forward, I can see several strands of emerging machine learning themes that are
relatively unexplored such as early detection, recognition of subtle gestures, mul-
tiple instance learning type of methods to improve the quality of the labels, on-line
temporal segmentation methods, and transfer learning methods for user-invariant
gesture recognition. Last but not least, in the years to come we will see more and
more new deep learning methods that can learn spatio-temporal representations in
combination with dynamical models for temporal segmentation.

This book provides the most comprehensive and up to date review of
vision-based methods for supervised gesture recognition methods that have been
validated by several challenges, and touches on the most diverse topics in gesture
recognition with an emphasis in machine learning methods. While the book dis-
cusses vision-based methods, many of the techniques are applicable to other sensors
such as gloves, leap motion or inertial measurement units. This will surely become
a “must have” book for any practitioner in gesture recognition.

Fernando de la Torre
Carnegie Mellon University, Pittsburgh, USA
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Preface

In order to push research and analyze the gain of multimodal methods for gesture
recognition, in the period 2011–2014, ChaLearn organized a series of challenges
related to gesture recognition. Our first workshop at CVPR from our 2011 challenge
emphasized mostly 2D video data meanwhile our second and third workshops at
CVPR, ICPR, ICMI, ECCV conferences from our 2012, 2013, and 2014 challenges
were focused on affordable 3D sensors for gesture recognition research, also
including audio information. In ECCV 2014 and CVPR 2015 workshops we also
promoted different aspects of looking at people, including pose recovery, activity
recognition, and scene understanding where humans are present. In addition to best
challenge results, many research papers devoted to gesture recognition were pub-
lished and presented in our challenge workshops. Our workshops and competitions
were sponsored mainly by Microsoft Research, Google, Facebook, AMAZON,
NVIDIA, and Disney Research. Updates of our current and upcoming events can be
found at http://gesture.chalearn.org/

In this book we present an up to date set of works related to the automatic
analysis of gestures from still images and multi-modal RGB-Depth image
sequences. It presents the most comprehensive and up to date review of
vision-based methods for supervised gesture recognition methods that have been
validated by several challenges. Several aspects of gesture recognition are
reviewed, including data acquisition from different sources, feature extraction,
learning, and recognition of gestures.

Chapter 1 of the book presents an up to date comprehensive analysis on Gesture
recognition, defining a new taxonomy for the field. Then, the first part of the book
(Chaps. 2–9) mainly focus on supervised machine learning methods for gesture
recognition. The second part of the book (Chaps. 10–16) contains works related to
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the participants of ChaLearn challenges. Chapter 17 presents an open-source C++
library for real-time gesture recognition. Chapter 18 discusses two template-based
methods to learn from noisy annotations provided by crowdsourcing methods.
Finally, Chap. 19 reviews the most recent state of the art research involving deep
learning architectures in order to deal with gesture and action recognition problems.

Barcelona, Spain Sergio Escalera
Berkeley, USA Isabelle Guyon
Arlington, USA Vassilis Athitsos
2014

x Preface



Contents

1 Challenges in Multi-modal Gesture Recognition . . . . . . . . . . . . . . . . 1
Sergio Escalera, Vassilis Athitsos and Isabelle Guyon

2 Human Gesture Recognition on Product Manifolds . . . . . . . . . . . . . 61
Yui Man Lui

3 Sign Language Recognition Using Sub-units . . . . . . . . . . . . . . . . . . . 89
Helen Cooper, Eng-Jon Ong, Nicolas Pugeault and Richard Bowden

4 MAGIC Summoning: Towards Automatic Suggesting
and Testing of Gestures with Low Probability
of False Positives During Use . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 119
Daniel Kyu Hwa Kohlsdorf and Thad E. Starner

5 Language-Motivated Approaches to Action Recognition . . . . . . . . . 155
Manavender R. Malgireddy, I. Nwogu and V. Govindaraju

6 A Model of the Perception of Facial Expressions of Emotion
by Humans: Research Overview and Perspectives . . . . . . . . . . . . . . 183
Aleix M. Martinez and Shichuan Du

7 Finding Recurrent Patterns from Continuous Sign Language
Sentences for Automated Extraction of Signs . . . . . . . . . . . . . . . . . . 203
Sunita Nayak, Kester Duncan, Sudeep Sarkar and Barbara Loeding

8 Dynamic Affine-Invariant Shape-Appearance Handshape
Features and Classification in Sign Language Videos . . . . . . . . . . . . 231
Anastasios Roussos, Stavros Theodorakis, Vassilis Pitsikalis
and Petros Maragos

9 Discriminative Hierarchical Part-Based Models for Human
Parsing and Action Recognition . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 273
Yang Wang, Duan Tran, Zicheng Liao and David Forsyth

xi



10 Keep It Simple and Sparse: Real-Time Action Recognition . . . . . . . 303
Sean Ryan Fanello, Ilaria Gori, Giorgio Metta and Francesca Odone

11 One-Shot Learning Gesture Recognition from RGB-D Data
Using Bag of Features . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 329
Jun Wan, Qiuqi Ruan, Wei Li and Shuang Deng

12 One-Shot-Learning Gesture Recognition Using HOG-HOF
Features . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 365
Jakub Konečný and Michal Hagara

13 Multi-layered Gesture Recognition with Kinect . . . . . . . . . . . . . . . . 387
Feng Jiang, Shengping Zhang, Shen Wu, Yang Gao and Debin Zhao

14 Bayesian Co-Boosting for Multi-modal Gesture Recognition . . . . . . 417
Jiaxiang Wu and Jian Cheng

15 Transfer Learning Decision Forests for Gesture Recognition . . . . . 443
Norberto A. Goussies, Sebastián Ubalde and Marta Mejail

16 Multimodal Gesture Recognition via Multiple Hypotheses
Rescoring . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 467
Vassilis Pitsikalis, Athanasios Katsamanis, Stavros Theodorakis
and Petros Maragos

17 The Gesture Recognition Toolkit . . . . . . . . . . . . . . . . . . . . . . . . . . . . 497
Nicholas Gillian and Joseph A. Paradiso

18 Robust Online Gesture Recognition with Crowdsourced
Annotations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 503
Long-Van Nguyen-Dinh, Alberto Calatroni and Gerhard Tröster

19 Deep Learning for Action and Gesture Recognition in Image
Sequences: A Survey . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 539
Maryam Asadi-Aghbolaghi, Albert Clapés, Marco Bellantonio,
Hugo Jair Escalante, Víctor Ponce-López, Xavier Baró,
Isabelle Guyon, Shohreh Kasaei and Sergio Escalera

xii Contents


	Foreword
	Preface
	Contents



