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Abstract Computed tomography (CT) is the imaging modality used to
calculate the deposit of dose in radiotherapy planning, where the phys-
ical interactions are modelled based upon the electron density, which
can be calculated from CT images. Traditionally this is a three step pro-
cess: linearising the raw x-ray measurements and correcting for beam-
hardening and scatter; inverting the system with analytic or iterative
reconstruction algorithms into linear attenuation coefficient; then ap-
plying a non-linear calibration into electron density. In this work, we
propose a new method for statistically inferring a quantitative image of
electron density directly from the raw CT measurements, with no pre- or
post-processing necessary, and able to cope with both beam-hardening
from a single polyenergetic source and additive scatter. We evaluate this
concept with cone-beam CT (CBCT) imaging for bladder cancer, where
we demonstrate significantly higher electron density accuracy than other
quantitative approaches. We also show through simulated photon and
proton beam calculation, that our method may facilitate superior dose
estimation, especially with regions containing bony structures.

Keywords: computed tomography, quantitative imaging, statistical re-
construction, proton therapy

1 Introduction

Computed tomography (CT) imaging facilitates radiation therapy planning by
providing a quantitative map of electro-magnetic attenuation from a low x-ray
energy source. With this, one can approximate how the higher energy treatment
beams will interact with the patient and distribute dose throughout tumours
and sensitive organs. For photon and proton therapy, dose calculation methods
usually rely upon electron density [1], since it allows the interaction processes
at the high energies to be modelled accurately. However, the attenuation with
CT imaging energies is not solely determined by quantity of electrons, but their
atomic environment, which induces whether the photon will interact through
photoelectric effect, scattering or other [2]. When a specimen contains signi-
ficantly different materials, such as soft-tissue and bone, the attenuation will
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be both spatially and spectrally non-linear, so calculating a consistent energy
independent electron density is not straight forward.

With traditional approaches to CT imaging, the mapping from raw x-ray
measurement to electron density is performed in three distinct steps. Firstly,
the measurements are converted to linearised projections, which requires cor-
recting for scatter, taking the logarithm, and calibrating from the polyenergetic
to approximate monoenergetic source—known as beam hardening correction.
Common assumptions for this conversion are either that the specimen has the
spectral properties of water, or a mix of bone and water [3], the latter requiring
a preliminary reconstruction and segmentation of the bony structures.

After the preprocessing from measurement to projections comes the ‘recon-
struction algorithm’ [4], that attempts to invert the system into a spatial distri-
bution of linear attenuation coefficient. These are broadly classed into ‘analytic
methods’, where a closed form approximate inverse is applied to the projections,
or ‘iterative methods’, where noise modelling and regularisation can be incor-
porated to infer a more accurate reconstruction through optimisation. Due to
its preprocessing, the resulting images are approximations of a monoenergetic
source attenuation.

Finally, the reconstruction is non-linearly converted into electron density
through calibration [1]. In general, a three component linear fit is accurate for a
biological specimen. At each of the three stages in this reconstruction work-flow,
approximations are made that inevitably introduce artefacts that will propagate
through the mapping, which will become increasingly pronounced as the dose is
lowered. If this processes could be replaced by a direct inference with an accurate
measurement model, then it is likely that these errors could be mitigated.

To date, their are several techniques that go some of the way to this direct
inference. In [5], the authors propose a statistical algorithm for inferring the
mass density from polyenergetic measurements and additive noise. Here, given a
prior segmentation of the specimen into distinct material classes, such as water
and bone, the attenuation within each region is modelled as a product of mass
density and energy dependent mass attenuation coefficient of the correspond-
ing class. They then presented an alternative model in [6], where the material
classification is itself a function of mass density, and so no prior segmentation is
necessary. A pre-dating method [7] attempts to model the photoelectric and scat-
tering cross-sections, determining the polyenergetic attenuation, as a function of
monoenergetic attenuation.

In both of the methods [6][7], there is an explicit assumption that for biolo-
gical tissues, the polyenergetic attenuation can be modelled as an energy depend-
ent piecewise linear function of either mass density or monoenergetic attenuation
coefficient. Since the calibration from either of these into electron density [1] is
also a piecewise linear calibration, we suggest it is reasonable to assume that
these may be combined into a single mapping, which is what we set out to do in
Section 3.1.

From the new relation in Section 3.1, we then couple this with an accurate
CT model incorporating spectral properties of the source, and additive scatter
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or noise. In Section 3.2, we then show how this new model can be used for
quantitative reconstruction, and how through properties of the model design,
efficient algorithms can be realised that may include many smooth and non-
smooth regularisation functions, such as generalized Gaussian Markov random
field (GGMRF) [8], total variation (TV) [9] or wavelet sparsity [10].

As a proof of concept, we evaluate the accuracy of our method in the chal-
lenging geometry of cone-beam CT (CBCT), with its high scatter [11] and poor
sampling [12], for radiation therapy planning of the bladder region. We demon-
strate the superior quantitative accuracy of our approach in both image and
dose, when compared to standard three-step reconstructions, and the model in
[5].

2 Background

2.1 X-ray Attenuation

The mechanism that allows various regions in a heterogeneous specimen to be
differentiated is their degree of x-ray attenuation. For biological tissues irradi-
ated with a diagnostic x-ray source, the significant phenomena contributing to
the attenuation of incident radiation are photoelectric and scattering effects—
consisting of Compton and coherent scatter. The combined attenuation strength
of a given element is quantified with the linear attenuation coefficient, defined
as

µ =
ρ(σp.e. + σincoh. + σcoh.)

uA
, (1)

where ρ is the mass density, σp.e., σincoh. and σcoh. represent the interaction
cross sections of photoelectric, incoherent (Compton) and coherent (Rayleigh
and Thompson) effects,A is the atomic mass of the element, and u is a constant—
the unified atomic mass unit. For a material, its attenuation coefficient is found
by a sum of its constituent elemental coefficients, weighted by their mass fraction.

Since the strength of each attenuation effect varies with energy, we find that
µ is dependent on a material’s mass density, elemental composition and the
incident x-ray source spectrum.

2.2 Probabilistic Measurement Model

In CT, one is able to observe a specimen’s attenuation through the radiation
intensity after transmission. The magnitude of this is often approximated using
the Beer–Lambert law, given for a monoenergetic beam as

Io = Ii exp

(
−
∫
`

µ(`)d`

)
,

where Ii is the incident intensity, ` is the line-of-sight path of the beam through
specimen, Io is the output intensity one is able to measure. Since in practice, µ
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is energy dependent and we have a polyenergetic source, the output intensity in
this case is

Io =

∫
ξ

Ii(ξ) exp

(
−
∫
`

µ(`, ξ) d`

)
dξ,

where ξ is energy.
For a finite number of photons, the measured intensity will be probabilistic

with an approximate Poisson distribution [13]. If we also move the attenuation,
measurements and energy spectrum into a discretised setting, we can write the
measurement process as

yi ∼ Poisson


Nξ∑
j=1

bi(ξj) exp (−[Φµ(ξj)]i) + si

 for i = 1, ..., Nray, (2)

where Nray is the number of CT measurements, Nξ is the number of energy
bins, b(ξ) ∈ RNray is a vector of incident intensities, µ(ξ) ∈ RNvox. is the vector
of attenuation coefficients with Nvox. the number of voxels, Φ ∈ RNray×Nvox.

is the system matrix describing the paths from source through specimen onto
each detector, and s ∈ RNray is expectation of scatter or other background noise
reaching the detector.

2.3 Standard Reconstruction Approaches

Inferring µ from measurements with the model in (2) is not straightforward due
to its the non-linearity and energy dependence. Instead, a standard approach
is to assume a monoenergetic model and attempt to linearise the system. In a
simple form, this linearised model can be expressed as

p = Φµ+ n, (3)

where n ∈ RNray is noise, p ∈ RNray is the linearised projection, calculated by

pi = log

(
b̄i

yi − si

)
for i = 1, ..., Nray,

where b̄i =
∑Nξ
j=1 bi(ξj) is the total incident flux. In practice, p is calibrated

to approximate the monoenergetic equivalent before attempting to invert the
system in (3).

One class of reconstruction methods—know as ‘analytic’ [4]—attempt to find
a closed form expression for the inverse of (3). These normally are classed as
‘filtered back-projection’ (FBP) or ‘back-projection filtration’ (BPF). For the
cone-beam geometry, the popular Feldkamp-Davis-Kress (FDK) is FBP. These
methods are usually very fast, but perform poorly in high noise or limited meas-
urement scenarios.

Another class of reconstruction algorithm is known as ‘iterative’ [4], which
usually try to find an optimal µ by some metric. A popular version of iterative
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reconstruction for (3) is penalised weighted-least-squares (PWLS), where µ is
found as [5]

µ̂ = argmin
µ

(Φµ− p)
T
W (Φµ− p) + λR(µ), (4)

where W ∈ RNray×Nray is a diagonal weighting matrix with entries wii = (yi −
si)

2/yi, R(µ) is a regularisation function to promote desirable structure in µ,
and λ is usually a scalar constant trade-off between data fit and regularisation.
The weights are used here to approximate the Poisson noise model in (2).

In order to calculate dose from reconstructions in µ, whether the linearised
system is used within FBP and PWLS, or a more accurate maximum-likelihood
polyenergetic model is used [5][6][7], conversion to electron density is necessary.
In [1], this is done through a piecewise linear fit derived from the chemical
properties of many biological tissues.

3 Method

3.1 Electron Density to Attenuation

The essence of our method is to use the model in (2) for reconstruction dir-
ectly into electron density, ρe. This involves a single non-linear energy depend-
ent fitting from ρe to attenuation, which depends on the existence of a simple
relation. To investigate the possibility of such a mapping, we calculated the
relative electron density—normalised to that of water—for 52 material classes
from the International Commission on Radiological Protection (ICRP) report 89
[14]. This is plotted against the relative attenuation—normalised to maximum
attenuation—in Figure 1.
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Figure 1: Plot of relative attenuation coefficient against electron density for ICRP
tissues over a range in energy. Two linear fits are made to this data, with the
transition between them shown by the dashed line.
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By observing the data in Figure 1, it becomes apparent that there is indeed
a simple well fitting model that can map from electron density to attenuation.
We have superimposed two linear fits around a constant point, and imposed
constraints that the first fit should pass through the origin and both fits cross
at a consistent ‘knee’ position, which was calculated to maximise the accuracy
of overall fit—1.0083 in this case.

To make the realisation of a practical algorithm easier, we make use of a
single continuously differentiable function to approximate the piecewise linear
nature from the two fits shown in Figure 1. For this we use the generalised
logistic function

f(x) =
1

1 + exp (−k(x− x0))
,

where k is the steepness of its transition and x0 is the central point, which we
set to our knee. The continuous mapping from electron density to attenuation
coefficient can then be written as

µ̂(ρe, ξ) = [1− f(ρe)]α(ξ)ρe + f(ρe)[β(ξ)ρe + γ(ξ)], (5)

where α is the gradient of first fit, and β, γ are equation of the second fit; we
use the constraint γ = x0(α − β) for continuity. In practice, k is set to be very
large to give a sharp transition between fits.

3.2 Direct Quantitative Electron Density Reconstruction

Our quantitative method combines (5) with (2) and infers ρe from the model
through optimisation. Although this is a complicated task explicitly, we will show
how through our choice of fitting functions, simplifications can yield an efficient
optimisation object, and we point towards simple algorithms for solving it.

Firstly, combining (5) with (2) results in the relation

Nξ∑
j=1

bi(ξj) exp (−[Φµ(ξj)]i) ≈
Nξ∑
j=1

bi(ξj) exp (−[Φµ̂(ρe, ξj)]i) for i = 1, ..., Nray.

If we introduce a function ψ(·, ·) to simplify notation as

ψi(ρe, ξ) ≡ bi(ξ) exp (−[Φµ̂(ρe, ξ)]i) for i = 1, ..., Nray,

we can write the negative log-likelihood (NLL) for the Poisson model as

NLL(ρe;y) =

Nray∑
i=1

Nξ∑
j=1

ψi(ρe, ξj) + si − yi log

 Nξ∑
j=1

ψi(ρe, ξj) + si

 . (6)

Reconstruction of the electron density map can be performed by finding a
ρe that minimises (6). We will look at gradient descent methods, for which we
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require an expression for the derivative of NLL. If we simplify notation with the
following

d(ρe) = y �

 Nξ∑
j=1

ψ(ρe, ξj) + s

− 1,

where � represents component-wise division. An expression for the derivative is
then

∂NLL(ρe;y)

∂ρe
= (1− f(ρe))� uα(ρe)�ΦT

 Nξ∑
j=1

α(ξj)ψ(ρe, ξj)� d(ρe)


+f(ρe)� uβ(ρe)�ΦT

 Nξ∑
j=1

β(ξj)ψ(ρe, ξj)� d(ρe)


+uγ(ρe)�ΦT

 Nξ∑
j=1

γ(ξj)ψ(ρe, ξj)� d(ρe)

 ,
(7)

where ΦT represents a transpose of the system matrix or ‘back-projection’, and
� is component-wise multiplication. uα(·), uβ(·) and uγ(·) are factors from the
derivative of (5) with respect to ρe. If f(·) were instead independent on ρe, then
we would have uα(·) = 1, uβ(·) = 1 and uγ(·) = 0, which would cancel the third
term in (7) for faster computation, and we have noted this to have negligible
difference from the exact form for very high k, as is desirable.

With the necessary tools, we can write quantitative reconstruction as

ρ̂e = argmin
ρe∈C

NLL(ρe;y) + λR(ρe), (8)

where R(·) is some regularisation function, and C is a set of box constraints
on ρ so that 0 ≤ ρi ≤ ζ for i = 1, ..., Nvox., where ζ is the maximum allowable
electron density value. In the experimental section, we use the TV regularisation
function for R(·) [9] to promote a piece-wise constant image.

We note that the objective function in (8) is both non-linear and nonconvex,
so its minimisation should be treated carefully, though there exist several gradi-
ent descent algorithms that may be invoked to minimise it, such as VMFB [15]
or paraboloid surrogates [16] if only smooth R(·) is used.

4 Experimentation

4.1 Data

The data we used was derived from the ‘Adult Reference Computational Phantoms’
[17]—a segmented structure with defined biological tissue and elemental composition—
from which we isolated the bladder region. A single slice from this data is shown
in Figure 2a, where the voxel intensities simply encode the material type. For
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example, 30 is muscle tissue, 50 is fat, 10 the femoral head, 52 the rectum, 53
urine and 1 is air. To simulate a planning protocol, we also synthesised a prior
image from this data by non-rigidly deforming several of the soft-tissue regions,
and this is shown in Figure 2d. The electron densities of the oracle and planning
images are shown in Figures 2b and 2e respectively.
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Figure 2: Experimental data used: (a) is the oracle test image as material index;
(b) is the oracle electron density with grey scale [0.8,1.2]; (c) is the 125 kVp
source spectrum used; (d) is the simulated planning image with contours shown
for the PTV, GI tract and femoral heads; (e) is the planning image electron
density with grey scale [0.8,1.2]; and (f) is the detector response function used.

To generate CBCT measurements, we used the Monte-Carlo engine, Gate
[18], with a total of 2 × 1010 photons over 160 projection angles. To try and
closely approximate a real clinical CBCT scanner, we derived the filtered energy
spectrum and detector response, shown in Figures 2c and 2f from a Varian True-
Beam™ system (Varian Medical Systems, Palo Alto CA, USA). We also matched
the geometry, source profile from offset detector bow-tie filter to its ‘half-fan’
mode, and included a model of its trans-axial focused scatter collimation grid.

We used a number of different methods to map these measurements into
electron density, where we utilised CBCT projection and back-projection op-
erators for Φ and ΦT from the Michigan Image Reconstruction Toolbox [19].
From relative electron density (normalised to water), we then calculated dose
distributions using the matRad Toolbox (German Cancer Research Centre) for
photons and protons. In both cases, we optimised for delivering a dose of 64 Gy
(J/kg) into a planning target volume (PTV) for bladder cancer [20], where we
added a margin of ∼ 1 cm around the planning image bladder—this is shown
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by the contour (blue) in Figure 2d, and applied identical beams to each other
method under test and the oracle image.

To assess the various methods, we calculated the electron density accuracy
as the error euclidean norm to the oracle, and also the mean and maximum
absolute deviations in dose estimation within the PTV, femoral heads and GI
tract, the latter of which are sensitive to excessive dose and should be carefully
monitored.

4.2 Methods Under Test

– Plan: using the planning image directly, with its oracle bone registration and
matching.

– FDK: ‘analytic’ FBP reconstruction for CBCT [21] using prior Monte-Carlo
scatter correction [22] and water-based beam hardening compensation [3] as
preprocessing, with Hann windowing to suppress noise amplification, weight-
ing for offset detector [23], and non-linear calibration to electron density [1]
as postprocessing.

– PWLS: ‘statistical iterative’ reconstruction with (4), with same pre- and
postprocessing as FDK, and Total Variation (TV) regularisation—an equi-
valent objective model as in [24].

– PolySIR: polyenergetic reconstruction model from [5] with oracle bone seg-
mentation, prior Monte-Carlo scatter expectation estimation [22], TV regu-
larisation, and electron density calibration [1] as postprocessing.

– ρeCT: our proposed quantitative approach with prior Monte-Carlo scatter
expectation estimation [22], TV regularisation, and no postprocessing.

In all cases of iterative reconstruction—PWLS, PolySIR and ρeCT—the regu-
larisation constant for TV, λ, was individually numerically optimised to give
maximum soft tissue accuracy, which ensured fairness throughout the different
data-fidelity terms.

4.3 Results

Results are summarised in Table 1, and illustrated visually in Figures 3 and 4.
From the numerical results, it is evident that our proposed method has a

significant numerical advantage in calculating accurate electron density, with its
error norm 35% lower than the next best tested. This gain appears to translate
into average dose calculation, where it the best performing across the board.
There are a couple of instances where it is outperformed in the worst case how-
ever, in Table 2, which we predict is due to the less smooth soft-tissue structures
in the optimal TV regularisation in ρeCT than PWLS. Indeed, if we manually
increase the regularisation parameter λ, this maximum error does drop below
PWLS, but we did not include this result to maintain fairness and consistency.
Additionally, from the substantially better performance in the fem. heads and
GI tract for proton, we also think this trade-off is acceptable. It may be that
invoking varying regularisation for the different tissue classes could be key to
pushing our performance even further.



10 Jonathan Mason et al.

Table 1: Quantitative results 1: norm ρe error and mean dose error into planning
target volume (PTV), femoral heads (fem. heads) and gastrointestinal tract (GI
tract)

mean photon error (Gy) mean proton error (Gy)

scheme ρe error norm PTV fem. heads GI tract PTV fem. heads GI tract

Plan 56.3 0.587 0.587 0.320 0.321 0.438 0.0976
FDK 135 7.52 3.06 2.79 0.417 3.96 2.90

PWLS 30.7 0.288 0.198 0.229 0.102 0.156 0.141
PolySIR 30.0 0.321 0.209 0.227 0.0862 0.131 0.144
ρeCT 19.5 0.275 0.182 0.209 0.0809 0.0696 0.0683

Table 2: Quantitative results 2: worst case dose error—maximum absolute dif-
ference

max. photon error (Gy) max. proton error (Gy)

scheme PTV fem. heads GI tract PTV fem. heads GI tract

Plan 48.9 47.1 25.0 39.4 45.8 33.5
FDK 10.2 15.6 15.7 39.5 61.9 61.8

PWLS 3.51 7.15 9.87 9.04 11.5 12.0
PolySIR 2.78 5.92 8.48 24.6 24.4 17.7
ρeCT 2.59 5.84 8.86 11.1 5.50 5.03

(a) Oracle Dose (b) Plan Difference (c) FDK Difference

(d) PWLS Difference (e) PolySIR Difference (f) ρeCT Difference

Figure 3: Visual illustration of photon dose results: oracle dose maps have colour
scale [0.2,64]; dose differences are absolute and have colour scale [0.2,5]; and all
electron densities are shown with grey scale [0,1.8].

5 Conclusion

In conclusion, we have successfully introduced a method for inferring electron
density directly from raw CT measurements, with additive scatter and a single
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(a) Oracle Dose (b) Plan Difference (c) FDK Difference

(d) PWLS Difference (e) PolySIR Difference (f) ρeCT Difference

Figure 4: Visual illustration of proton dose results, with same colour scales as
Figure 3.

polyenergetic source. From our preliminary experiments, it significantly outper-
forms existing approaches, and appears to be an accurate quantitative tool, even
in the severely low-dose and high scatter setting under test. There are certainly
many avenues for further investigation, such as a relation to the underlying
physical phenomena and dual energy systems, and more advanced regularisa-
tion strategies. We also predict it could be readily extended to model metal
objects and implants also.
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