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Preface

The 7th European Business Intelligence and Big Data Summer School (eBISS 20171)
took place in Brussels, Belgium, in July 2017. Tutorials were given by renowned
experts and covered advanced aspects of business intelligence and big data. This
volume contains the lecture notes of the summer school.

The first chapter covers data profiling, which is the process of metadata discovery.
This process involves activities that range from ad hoc approaches, such as eye-balling
random subsets of the data or formulating aggregation queries, to systematic inference
of metadata via profiling algorithms. The chapter emphasizes the importance of data
profiling as part of any data-related use-case, classifying data profiling tasks, and
reviews data profiling systems and techniques. The chapter also discusses hard prob-
lems in data profiling, such as algorithms for dependency discovery and their appli-
cation in data management and data analytics. It concludes with directions for future
research in the area of data profiling.

The second chapter targets extract–transform–load (ETL) processes, which are used
for extracting data, transforming them, and loading them into data warehouses.
Most ETL tools use graphical user interfaces (GUIs), where the developer “draws” the
ETL flow by connecting steps/transformations with lines. Although this gives an easy
overview, it can be rather tedious and requires a lot of trivial work for simple things.
This chapter proposes an alternative approach to ETL programming by writing code. It
presents the Python-based framework pygrametl, which offers commonly used func-
tionality for ETL development. By using the framework, the developer can efficiently
create effective ETL solutions from which the full power of programming can be
exploited. The chapter also discusses some of the lessons learned during the devel-
opment of pygrametl as an open source framework.

The third chapter presents an overview of temporal data management. Despite the
ubiquity of temporal data and considerable research on the processing of such data,
database systems largely remain designed for processing the current state of some
modeled reality. More recently, we have seen an increasing interest in the processing of
temporal data. The SQL:2011 standard incorporates some temporal support, and
commercial DBMSs have started to offer temporal functionality in a step-by-step
manner. This chapter reviews state-of-the-art research results and technologies for
storing, managing, and processing temporal data in relational database management
systems. It starts by offering a historical perspective, after which it provides an over-
view of basic temporal database concepts. Then the chapter surveys the state of the art
in temporal database research, followed by a coverage of the support for temporal data
in the current SQL standard and the extent to which the temporal aspects of the
standard are supported by existing systems. The chapter ends by covering a recently

1 http://cs.ulb.ac.be/conferences/ebiss2017/



proposed framework that provides comprehensive support for processing temporal data
and that has been implemented in PostgreSQL.

The fourth chapter discusses historical graphs, which capture the evolution of graphs
through time. A historical graph can be modeled as a sequence of graph snapshots,
where each snapshot corresponds to the state of the graph at the corresponding time
instant. There is rich information in the history of the graph not present in only the
current snapshot of the graph. The chapter presents logical and physical models, query
types, systems, and algorithms for managing historical graphs.

The fifth chapter introduces the challenges around data streams, which refer to data
that are generated at such a fast pace that it is not possible to store the complete data in
a database. Processing such streams of data is very challenging. Even problems that are
highly trivial in an off-line context, such as: “How many different items are there in my
database?” become very hard in a streaming context. Nevertheless, in the past decades
several clever algorithms were developed to deal with streaming data. This chapter
covers several of these indispensable tools that should be present in every big data
scientist’s toolbox, including approximate frequency counting of frequent items, car-
dinality estimation of very large sets, and fast nearest neighbor search in huge data
collections.

Finally, the sixth chapter is devoted to deep learning, one of the fastest growing
areas of machine learning and a hot topic in both academia and industry. Deep learning
constitutes a novel methodology to train very large neural networks (in terms of
number of parameters), composed of a large number of specialized layers that are able
to represent data in an optimal way to perform regression or classification tasks. The
chapter reviews what is a neural network, describes how we can learn its parameters by
using observational data, and explains some of the most common architectures and
optimizations that have been developed during the past few years.

In addition to the lectures corresponding to the chapters described here, eBISS 2017
had an additional lecture:

– Christoph Quix from Fraunhofer Institute for Applied Information Technology,
Germany: “Data Quality for Big Data Applications”

This lecture has no associated chapter in this volume.

As with the previous editions, eBISS joined forces with the Erasmus Mundus
IT4BI-DC consortium and hosted its doctoral colloquium aiming at community
building and promoting a corporate spirit among PhD candidates, advisors, and
researchers of different organizations. The corresponding two sessions, each organized
in two parallel tracks, included the following presentations:

– Isam Mashhour Aljawarneh, “QoS-Aware Big Geospatial Data Processing”
– Ayman Al-Serafi, “The Information Profiling Approach for Data Lakes”
– Katerina Cernjeka, “Data Vault-Based System Catalog for NoSQL Store Integration

in the Enterprise Data Warehouse”
– Daria Glushkova, “MapReduce Performance Models for Hadoop 2.x”
– Muhammad Idris, “Active Business Intelligence Through Compact and Efficient

Query Processing Under Updates”
– Anam Haq, “Comprehensive Framework for Clinical Data Fusion”
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– Hiba Khalid, “Meta-X: Discovering Metadata Using Deep Learning”
– Elvis Koci, “From Partially Structured Documents to Relations”
– Rohit Kumar, “Mining Simple Cycles in Temporal Network”
– Jose Miguel Mota Macias, “VEDILS: A Toolkit for Developing Android Mobile

Apps Supporting Mobile Analytics”
– Rana Faisal Munir, “A Cost-Based Format Selector for Intermediate Results”
– Sergi Nadal, “An Integration-Oriented Ontology to Govern Evolution in Big Data

Ecosystems”
– Dmitriy Pochitaev, “Partial Data Materialization Techniques for Virtual Data

Integration”
– Ivan Ruiz-Rube, “A BI Platform for Analyzing Mobile App Development Process

Based on Visual Languages”

We would like to thank the attendees of the summer school for their active par-
ticipation, as well as the speakers and their co-authors for the high quality of their
contribution in a constantly evolving and highly competitive domain. Finally, we
would like to thank the external reviewers for their careful evaluation of the chapters.

May 2018 Esteban Zimányi
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