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Preface

This volume contains the papers presented at Euro-Par 2018, the 24th International
European Conference on Parallel and Distributed Computing, held during August
27–31, 2018, in Turin, Italy. The whole computer hardware industry has embraced
parallel computing. Today it is clear that in the long term, writing efficient, portable,
and correct parallel programs must be no more challenging than writing the same
programs for sequential computers. Euro-Par envisioned this challenge 24 years ago. It
gracefully evolved from pioneering efforts to the mainstream of parallel computing
maintaining its broad-spectrum coverage on parallel computing topics, from software
to hardware to their co-design. Its adaptability and capability to frame emerging topics
in an independent, consolidated structure is still the key to its success.

The main audience of Euro-Par comprises researchers in academia, public and
private laboratories, and industrial organizations. Euro-Par’s main objective is to be the
primary choice of such professionals for the presentation of new results in the field.

Previous Euro-Par conferences took place in Stockholm, Lyon, Passau,
Southampton, Toulouse, Munich, Manchester, Paderborn, Klagenfurt, Pisa, Lisbon,
Dresden, Rennes, Las Palmas, Delft, Ischia, Bordeaux, Rhodes, Aachen, Porto, Vienna,
Grenoble, and Santiago de Compostela. The 24th edition of Euro-Par was organized by
the Computer Science Department of the University of Turin. The topics were orga-
nized into 12 tracks, namely: Support Tools and Environments; Performance and
Power Modeling, Prediction, and Evaluation; Scheduling and Load Balancing;
High-Performance Architectures and Compilers; Parallel and Distributed Data Man-
agement and Analytics; Cluster and Cloud Computing; Distributed Systems and
Algorithms; Parallel and Distributed Programming, Interfaces, and Languages; Mul-
ticore and Manycore Methods and Tools; Theory and Algorithms for Parallel Com-
putation and Networking; Parallel Numerical Methods and Applications; and
Accelerator Computing for Advanced Applications. Overall, 194 papers were sub-
mitted from 39 countries. The number of submitted papers, the wide topic coverage and
the aim of obtaining high-quality reviews resulted in a difficult selection process
involving a large number of experts. The join effort of the members of the Scientific
Committee and of the 306 external reviewers resulted in 787 reviews: five papers
received three reviews, 173 received four reviews and 16 received five, that is, on
average, 4.06 reviews per paper. The accepted papers were chosen after lengthy dis-
cussions and finalized during the physical selection meeting, which took place on April
27, 2018 in Turin. All local chairs and three members of the Steering Committee
participated in the meeting. In the end, 57 papers were selected to be presented at the
conference and published in the proceedings, resulting in a 29.4% acceptance rate. The
following three papers were nominated as “distinguished” and presented in a plenary
session: “Resource-Efficient Execution of Conditional Parallel Real-Time Tasks,”
“VIoLET: A Large-Scale Virtual Environment for Internet of Things,” “Design Prin-
ciples for Sparse Matrix Multiplication on the GPU.”



Apart the presentation sessions of accepted papers, we were honored to host three
keynote talks given by esteemed colleagues, namely: “ALGORAND: A Better Dis-
tributed Ledger” by Silvio Micali, “Algorithmic Adaptations to Extreme Scale Com-
puting” by David E. Keyes, and “Datacenters for the Post-Moore Era” by Babak
Falsafi. The conference program was complemented by two days of workshops and
tutorials on specialized topics. Dora B. Heras and Gabriele Mencagli deserve recog-
nition for managing them efficiently and effectively. A selection of the papers presented
at the workshops will be published in separated proceedings volumes after the
conference.

With respect to previous editions of Euro-Par, the 2018 edition introduced two
novelties both aimed at improving the relevance and impact of the scientific works
presented at the conference. For the first time in the history of Euro-Par, authors of
accepted papers were encouraged to submit an artifact (e.g., source code, tools,
benchmarks, datasets, models) to assess the reproducibility of the experimental results
presented in the paper. Overall, 13 artifacts were submitted and all of them were
positively evaluated by a separate Artifact Evaluation Committee. Papers with an
associated artifact received a seal of approval in the proceedings and Springer kindly
agreed to permanently host all artifacts on their servers. Although the practice of
evaluating artifacts is becoming commonplace in other computer science conferences,
it should be mentioned that it poses substantial challenges in a conference like
Euro-Par, in which artifacts may require large and dedicated hardware infrastructures
and may involve the processing of gigabytes of data for long periods of time. The
resulting additional effort required of the organizers and the members of the Artifact
Evaluation Committee was largely compensated by the enthusiasm of the authors who
decided to submit an artifact. In the end, nearly one quarter of the papers had an
associated artifact. The second novelty experimented with in Euro-Par 2018 was a
session of chess-timer talks, in which the audience was encouraged to interact with the
speakers, and the session chair balanced solo presentation and discussions using a chess
timer. We got the idea of proposing chess-timer talks from the successful CurryOn
conference as an “unusual solution to making tech conferences a more interactive, more
fun, and better place for learning and discussions.”

The Euro-Par conference in Turin would not have been possible without the support
of many individuals and organizations. We owe special thanks to the authors of all the
submitted papers, the members of the topic committees, in particular, the global and
local chairs, as well as the reviewers for their contributions to the success of the
conference. We would also like to express our gratitude to the members of the
Organizing Committee and the local staff who helped us. We are indebted to the
members of the Euro-Par Steering Committee, especially Christian Lengauer, Luc
Bougé, and Fernando Silva, for their trust, constant guidance, and support. We are
grateful to the staff of Springer, particularly Anna Kramer, Alfred Hofmann, and
Graham Smith, for their support in the preparation of the proceedings and the man-
agement of artifacts. Finally, a number of institutional and industrial sponsors
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contributed to the organization of the conference. Their names appear on the Euro-Par
2018 website.

It was a pleasure and an honor to organize and host Euro-Par 2018 in Turin.

June 2018 Marco Aldinucci
Luca Padovani

Massimo Torquati
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ALGORAND: A Better Distributed Ledger

Silvio Micali

CSAIL, MIT, USA

A distributed ledger is a tamperproof sequence of data that can be read and augmented
by everyone. Distributed ledgers stand to revolutionize the way a democratic society
operates. They secure all kinds of traditional transactions – such as payments, asset
transfers, titling – in the exact order in which they occur; and enable totally new
transactions – such as cryptocurrencies and smart contracts. They can remove inter-
mediaries and usher in a new paradigm for trust. As currently implemented, however,
distributed ledgers cannot achieve their enormous potential. Algorand is an alternative,
democratic, and efficient distributed ledger. Unlike prior ledgers based on “proof of
work”, it dispenses with “miners”. Indeed, Algorand requires only a negligible amount
of computation. Moreover, its transaction history does not “fork” with overwhelming
probability: i.e., Algorand guarantees the finality of all transactions.



Algorithmic Adaptations to Extreme
Scale Computing

David E. Keyes

King Abdullah University, Saudi Arabia

Algorithmic adaptations to use next-generation computers close to their potential are
underway. Instead of squeezing out flops – the traditional goal of algorithmic opti-
mality, which once served as a reasonable proxy for all associated costs – algorithms
must now squeeze synchronizations, memory, and data transfers, while extra flops on
locally cached data represent only small costs in time and energy. After decades of
programming model stability with bulk synchronous processing, new programming
models and new algorithmic capabilities (to make forays into, e.g., data assimilation,
inverse problems, and uncertainty quantification) must be co-designed with the hard-
ware. We briefly recap the architectural constraints and application opportunities. We
then concentrate on two types of tasks each of occupies a large portion of all scientific
computing cycles: large dense symmetric/Hermitian linear systems (covariances,
Hamiltonians, Hessians, Schur complements) and large sparse Poisson/Helmholtz
systems (solids, fluids, electromagnetism, radiation diffusion, gravitation). We examine
progress in porting “exact” and hierarchically rank-reduced solvers for these tasks to
the hybrid distributed-shared programming environment, including the GPU and the
MIC architectures that make up the cores of the top scientific computers “on the floor”
and “on the books.”



Datacenters for the Post-Moore Era

Babak Falsafi

EPFL, Switzerland

Datacenters are growing at unprecedented speeds fueled by the demand on global IT
services, investments in massive data analytics and economies of scale. Worldwide
data by some accounts (e.g., IDC) grows at much higher rates than server capability
and capacity. Conventional silicon technologies laying the foundation for server
platforms, however, have dramatically slowed down in efficiency and density scaling in
recent years. The latter, now referred to as the post-Moore era, has given rise to a
plethora of emerging logic and memory technologies presenting exciting new chal-
lenges and abundant opportunities from algorithms to platforms for server designers. In
this talk, I will first motivate the post-Moore era for server architecture and present
avenues to pave the path forward for server design.
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Topic 1: Support Tools and Environments

Siegfried Benkner, Massimo Coppola, Franz Franchetti,
Michael Gerndt, Erwin Laure, and Nikos Parlavantzas

Despite an impressive body of research over the last decades, parallel and distributed
programming remains a complex task, a process that is prone to subtle software issues
that can affect both the correctness and the performance of an application. The amount
of implementation details and their hidden connections are getting harder and harder to
manage as multilevel parallel hierarchical and hybrid architectures become more and
more commonplace along the path to Exascale computing systems.

The Euro-Par Support Tools and Environments track focuses on tools, techniques
and environments that help tackling that complexity by addressing the many challenges
related to programmability, portability, correctness, reliability, scalability, efficiency,
performance and energy consumption.

The papers submitted and accepted for this track do well represent the community
that this topic brings together, gathering tool designers, developers, and users to share
their ideas, solutions, products, and concerns for a wide range of parallel platforms.
Key points of the evaluation were solid theoretical foundations and strong experimental
validations on production-level parallel and distributed systems, as well as the novelty
of program development tools and environments that tackle the daunting complexity of
current and future parallel systems.

The track received 14 submissions, which were thoroughly reviewed by the
members of the track program committee with the help of 27 external reviewers
delivering in total 55 distinct reviews. Out of all the submissions and after a careful and
detailed discussion among committee members, we finally decided to accept 5 papers,
resulting in a per-topic acceptance ratio of 36%.

We would like to thank all the authors who submitted papers for their contribution
to the success of this track, as well as all the external reviewers for their high-quality
reviews and their valuable feedback.



Topic 2: Performance and Power Modeling,
Prediction and Evaluation

Leonel Sousa, Daniele De Sensi, Giorgis Georgakoudis,
Aleksandar Ilic, Piotr Luszczek, Federico Silla, Guangming Tan,

and Pedro Trancoso

Power consumption is becoming a major factor to consider when designing hardware
and applications. Due to the tight correlation to performance, these two goals need to
be addressed together in a synergistic way. This topic covers different aspects of
performance and power consumption modeling, prediction and evaluation on different
types of computing architectures and for a wide variety of applications.

This year we received 24 submissions and each paper received 4 reviews, either
from the nine program committee members and/or from external reviewers. After
discussion, we accepted 6 papers (25% acceptance rate). The papers cover different
aspects of performance optimization, power and energy efficiency, addressing the
problem at different levels, from low-level optimizations to visualization tools and
considering different platforms, from mobile devices to large-scale HPC systems.

We would like to thank the authors for their submissions, the Euro-Par 2018
Organizing Committee for their help throughout all the process, and the PC members
and the reviewers for providing timely and detailed reviews, and for participating in the
discussion we carried on after the reviews were received.



Topic 3: Scheduling and Load Balancing

Anne Benoit, Enrico Bini, Maciej Drozdowski,
Lionel Eyraud-Dubois, José Gracia, Nan Guan, Sascha Hunold,

and Krzysztof Rzadca

New computing systems offer the opportunity to reduce the response times and the
energy consumption of the applications by exploiting the levels of parallelism.
Heterogeneity and complexity are the distinguishing characteristics of modern archi-
tectures. Thereby, the optimal exploitation of modern platforms is challenging.
Scheduling and load balancing techniques are key instruments to achieve higher per-
formance, lower energy consumption, reduced resource usage, and predictability of
applications.

This topic invites papers on all aspects related to scheduling and load balancing on
parallel and distributed machines, from theoretical foundations for modeling and
designing efficient and robust scheduling policies to experimental studies, applications
and practical tools and solutions. It applies to multi-/manycore processors, embedded
systems, servers, heterogeneous and accelerated systems, HPC clusters as well as
distributed systems such as clouds and global computing platforms.

A total of 23 full-length submissions were received in this track, each of which
received at least four reviews, from the eight chairs and/or from 21 additional experts.
Following the thorough discussion of the reviews, five submissions have been
accepted, including one that was nominated as distinguished paper.

The chair and local chair sincerely thank all the authors for their submissions, the
Euro-Par 2018 Organizing Committee for all their valuable help, and the reviewers for
their excellent work. They all have contributed to making this topic and Euro-Par an
excellent forum to discuss scheduling and load balancing challenges.



Topic 4: High Performance Architectures
and Compilers

Florian Brandner, Fabio Luporini, Alexandra Jimborean,
Frank Hannig, and Gihan Mudalige

This topic deals with architecture design, programming languages, and compilation for
parallel high-performance systems. The areas of interest range from microprocessors to
large-scale parallel machines (including multi-/many-core, possibly heterogeneous,
architectures); from general-purpose to specialized hardware platforms (e.g., graphic
coprocessors, low-power embedded systems); and from architecture design to compiler
technology and programming language design.

On the compilation side, topics of interest include programmer productivity issues,
concurrent and/or sequential language aspects, vectorization, program analysis, pro-
gram transformation, automatic discovery and/or management of parallelism at all
levels, autotuning and feedback directed compilation, and the interaction between the
compiler and the system at large. On the architecture side, the scope spans system
architectures, processor micro-architecture, memory hierarchy, multi-threading, archi-
tectural support for parallelism, and the impact of emerging hardware technologies.

This year the topic received 11 submissions, covering a wide range of topics
ranging from hardware designs over compilation techniques to programming models.
The five topic co-chairs solicited at least four experts in the respective fields to review
each paper. A lively online discussion followed the reviewing phase, during which the
various co-chairs frequently solicited additional input from the expert reviewers. Based
on the online discussions, 3 papers were proposed for acceptance, which were ulti-
mately confirmed during the final selection meeting held in Turin.



Topic 5: Parallel and Distributed Data
Management and Analytics

K. Selçuk Candan, Ruggero Pensa, Lei Chen,
Gianmarco De Francisci Morales, and Ming Zhao

Many areas of science, industry, and commerce are producing extreme-scale data that
must be processed – stored, managed, analyzed – in order to extract useful knowledge.
This topic seeks papers in all aspects of distributed and parallel data management and
data analysis. For example, HPC in situ data analytics, cloud and grid data-intensive
processing, parallel storage systems, IoT data management and analytics, and scalable
data processing workflows are all in the scope of this topic. Privacy and trust issues in
parallel and distributed data management and analytics systems are also aspects of
interest for this conference topic.

Seven full-length papers were submitted to this topic, and each paper received at
least four reviews, mostly performed by track chairs. After discussion with the
reviewers and track chairs, two papers were selected for publication, one related to the
minimization of network traffic for distributed joins, the second one to
privacy-preserving top-k query processing in distributed systems.



Topic 6: Cluster and Cloud Computing

Ivona Brandić, Domenico Talia, Toni Mastelic, Raffaele Montella,
Anne-Cécile Orgerie, Thomas Renner, and Rafael Brundo Uriarte

Cloud Computing evolved from Cluster Computing and Grid Computing as a new
parallel and scalable architecture. Cloud Computing is a paradigm and a technology
that today is largely used. Together with Grid and Cluster computing, Cloud Com-
puting is a reality with many providers around the world. The use of massive storage
and computing resources accessible remotely in a seamless way has become essential
for many applications in various areas, in all these cases Clusters, Grids and Clouds are
useful tools.

Beyond the scene, most of Cloud Computing solutions rely on federations of
large-scale clusters where well-known but still unsolved challenges related to perfor-
mance, reliability and energy efficiency of the infrastructures should be addressed by
research. Moreover, Cloud Computing emphasized the importance of fundamental
capabilities and services that are required to achieve the goal of user-friendly, security
and service guarantees. Our community should also investigate these aspects.

Finally, there are important trends as going from large centralized infrastructures to
smaller ones massively distributed at the edge of the network, and also to execute High
Performance Computing applications on Clouds. The first referred as “fog/edge”
computing, such a dawning paradigm is attracting growing interests as it brings
computing resources closer to end-users, tackling the network overhead issues that
prevent the use of the UC paradigm by latency-aware applications. The second still
needs a large research effort, to allow the use of compute and network intensive
applications without loss of performance on Clouds.

Topic 6 sought papers covering many aspects of Cluster and Cloud Computing
dealing with infrastructure layer challenges, such as performance/energy optimizations,
and security enhancements, as well as cloud-enabled applications, workflow manage-
ment and High Performance Computing on Clouds. This year, 24 papers have been
submitted to Topic 6. There were authors from several countries from all the conti-
nents. Four expert reviewers analyzed each submission. Overall, many specialists were
involved into the reviewing process and, despite the high quality of the submitted
papers, only 8 papers were accepted for publication. We would like to thank all the
authors for their submissions, the PC members and the reviewers for providing us with
constructive and informative reviews, and the Euro-Par 2018 Organizing committee for
all the help that allows us to smoothly take over the whole process.



Topic 7: Distributed Systems and Algorithms

Sonia Ben-Mokhtar, Alberto Montresor, Christof Fetzer,
and Indranil Gupta

Parallel computing is heavily dependent on and interacts with the developments and
challenges concerning distributed systems, such as load balancing, asynchrony, fail-
ures, malicious and selfish behavior, high latencies, network partitions, disconnected
operations and heterogeneity. This track of Euro-Par provides a forum for both theo-
retical and practical research, of interest to both academia and industry, on distributed
computing, distributed algorithms, distributed systems, distributed computing models,
distributed data structures, and parallel processing on distributed systems, in particular
in relation to efficient high performance computing.

This year the track received 10 submissions on various topics of the call and
accepted 3 papers. Each paper had a minimum of four reviews and was discussed
within the track PC meeting. A subset of papers was then proposed to the PC chairs for
final discussions and decisions.

The track chairs would like to warmly thank the track members Indranil Gupta
(University of Illinois Urbana-Champaign, USA) and Christof Fetzer (TU Dresden,
Germany) for their work as well as the 12 external reviewers that greatly helped in the
reviewing process.



Topic 8: Parallel and Distributed
Programming, Interfaces, and Languages

J. Daniel García, Patrizio Dazzi, Bryce Adelstein-Lelbach,
Marcelo Pasin, Mitsuhisa Sato, Paolo Trunfio, and Chan-Hyun Youn

Parallel and distributed applications requires adequate programming abstractions and
models, efficient design tools, parallelization techniques and practices. This topic was
open for submissions of new results and practical experience in this domain: Efficient
and effective parallel languages, interfaces, libraries and frameworks, as well as solid
practical and experimental validation.

The topic emphasizes research on high-performance, correct, portable, and scalable
parallel programs via adequate parallel and distributed programming model, interface
and language support. Contributions that assess programming abstractions, models and
methods for usability, performance prediction, scalability, self-adaptation, rapid pro-
totyping and fault-tolerance, as needed, for instance, in dynamic heterogeneous parallel
and distributed infrastructures, were welcome.

We received nineteen submissions on this topic that went through four independent
reviews. Those reviews where further discussed among the PC members. As a result
eight paper were accepted.

We would like to express our gratitude to all author for submitting their work. We
received very good submissions and the selection of accepted paper was quite hard. We
also would like to thank all the reviewers for their detailed reviews and their partici-
pation in discussions following the reviews. Finally we would like to also thank the
organizing and steering committees for all their help, support and hard work.



Topic 9: Multicore and Manycore Methods
and Tools

Christoph Kessler, Marco Danelutto, Rudolf Eigenmann,
Arturo González Escribano, Kevin Hammond, Jesper L. Träff,

and Ana L. Varbanescu

Modern homogeneous and heterogeneous multi-core and many-core architectures are
now part of the high-end, embedded, and mainstream computing scene and can offer
impressive performance for many applications. This architecture trend has been driven
by the need to reduce power consumption, increase processor utilization, and deal with
the memory-processor speed gap. However, the complexity of these new architectures
has created several programming challenges, and achieving performance on these
systems is often a difficult task. This topic seeks to explore productive programming of
multi- and many-core systems, as well as stand-alone systems with large numbers of
cores like GPUs and various types of accelerators. This can also include hybrid and
heterogeneous systems with different types of multi-core processors. It focuses on
novel research and solutions in the form of programming models, algorithms, lan-
guages, compilers, libraries, runtime and analysis tools to increase the programmability
of multi-core, many-core, and heterogeneous systems, in the context of
general-purpose, high-performance, and embedded parallel computing. It also covers
issues such as lock-free algorithms and data structures, transactional memory, static and
dynamic analysis and optimization techniques and tools, performance and power
trade-offs, scalability aspects, and hardware support for programming models and
runtime systems.

This year, 25 papers discussing some of these issues were submitted to this topic.
Each paper was reviewed by four reviewers. Eventually, 6 regular papers were selected.

The accepted papers discuss the following issues: load balancing for parallel graph
traversal algorithms on GPUs, energy-efficient stencil computations on clustered
many-core processors, optimizing the thread placement for overlapping MPI-3
non-blocking collective communication operations on many-core processors, a
lock-free cache-trie data structure, improving performance of multi-program workloads
by cache-criticality aware last-level cache partitioning, and NUMA optimizations for
algorithmic skeletons.

The topic chairs wish to thank all authors contributing their work to the topic, the
PC members and the additional reviewers for their highly useful comments, as well as
the Euro-Par Organizing Committee for creating a smooth process.



Topic 10: Theory and Algorithms for Parallel
Computation and Networking

Christos Zaroliagis, Tiziano De Matteis, Leszek Gąsieniec,
Ulrich Meyer, and Henning Meyerhenke

Parallel computing is everywhere, on smartphones, laptops; at online shopping sites,
universities, computing centres; behind the search engines. Efficiency and productivity
at these scales and contexts are only possible by scalable parallel algorithms using
efficient communication schemes, routing and networks. Theoretical tools enabling
scalability, modelling and understanding parallel algorithms, and data structures for
exploiting parallelism are more important than ever. Topic 10 solicits high quality,
original papers on the general topic of theory and algorithms for parallel computation
including communication and network algorithms.

Topic 10 received 9 submissions, all of which received 4 reviews. The papers and
their reviews were discussed extensively, and 3 submissions were eventually accepted.
We thank all authors for their valuable contributions, as well as the PC Committee
members and external reviewers for investing their time in reviewing the papers, for
providing constructive feedback and sharing their expertise, and for keeping the high
scientific level of the Euro-Par conference.



Topic 11: Parallel Numerical Methods
and Applications

Elisabeth Larsson, Pasqua D’Ambra, Aneta Karaivanova,
Ángeles Martínez Calomardo, and Ulrike Meier Yang

The need for high performance computing is driven by the need for predictive simu-
lations in science and engineering, as well as in areas such as finance, life sciences, and
humanities, where computational needs have more recently been increasing. This
requires the development of highly scalable numerical methods and algorithms that are
able to efficiently exploit modern, and in general heterogeneous, computer architec-
tures. Another need that is currently arising with the increasing size of computer
systems is fault tolerance, which puts additional demands on algorithms, run-time
systems, and tools such as MPI.

This conference topic aims at providing a forum for presenting and discussing
recent developments in parallel numerical algorithms and their implementation on
current parallel architectures, including many-core and hybrid architectures. We
encouraged submissions addressing algorithmic design, implementation details, per-
formance analysis, as well as integration of parallel numerical methods in large-scale
science and engineering applications.

The program committee for this topic consisted of five women with different
specializations in high-performance parallel computing for numerical applications. We
received 17 submissions on a broad variety of topics. Fourty-one additional experts
were involved in the review process. Each submission received at least four reviews.
After the paper selection meeting at the University of Turin, four high quality papers
were accepted for presentation at EuroPar 2018. The topics of the papers cover
application areas in plasma physics, quantum physics, seismic wave propagation, and
matrix factorizations. Algorithmic aspects of the Particle-in-cell method and Cholesky
factorization for dense matrices with compressed blocks are considered. Implementa-
tions are performed using task based parallel programming models as well as explicit
programming models using MPI+threads.

We thank all the authors for their contributions, the reviewers for their careful
reading of the papers, and the organizing committee members for their smooth oper-
ation of the whole process.



Topic 12: Accelerator Computing
for Advanced Applications

Angeles Navarro, Maurizio Drocco, Raphael de Camargo, Jaejin Lee,
and Jose Luis Nunez-Yanez

The need for high-performance computing is constantly growing in all kind of sce-
narios, from high-end scientific applications, to consumer electronics software. Hard-
ware manufactures are involved in a race to develop specialized hardware to cover
these critical demands.

Nowadays, hardware accelerators of various kinds offer a potential for achieving
massive performance in applications that can leverage their high degree of parallelism
and customization. Examples include graphics processors (GPUs), manycore copro-
cessors, as well as more customizable devices, such as FPGA-based systems, and
streaming data-flow architectures. The research challenge for this topic is to explore
new directions for actually realizing this potential. Significant advances in all areas
related to accelerators are considered with special focus on architectures, algorithms,
languages, compilers, libraries, runtime systems, coordination of accelerators and CPU,
debugging and profiling tools, as well as application-related contributions that provide
new insights into fundamental problems or solution approaches in this domain.

The program committee of this topic was formed by five members of different
backgrounds and specializations in the accelerators field, with the collaboration of
several other sub-reviewers. We received 11 contributions from researchers in many
different countries. After the review process and the general PC meeting, three
high-quality papers were selected for presentation in Euro-Par 2018 at Turin. They are
focused on important hot-topics: exploiting the GPUs potential towards advanced
hierarchical matrix computations in large-scale sparse applications, proposing runtime
systems for dynamically adapting the state on heterogeneous systems to enhance its
energy efficiency, or introducing stream processing frameworks that enable easily
programmable and high-performance computations on hybrid CPU/Xeon Phi systems.

The committee members want to thank all the authors that submitted their work to
this track, the reviewers for their timely and constructive comments, and the organi-
zation committee for the efforts to easy our task, and to provide a nice conference
environment in Turin for a high-quality discussion of research results in this emerging
topic.
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