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Abstract. Level set methods are powerful numerical techniques for image seg-
mentation and analysis. This method requires the definition of a speed function 
that governs curve evolution. However, the classical method only used image 
gradient, edge strength, and region intensity to define the speed function. In this 
paper, we present a new speed function for level set framework. The new 
method integrates the image region statistical information and image boundary 
statistical information instead of the conventional method that uses spatial im-
age gradient information. The new speed function gives the level set method a 
global view of the boundary information within the image. The method here 
proposed is particularly well adapted to situations where edges are weak and 
overlap, and images are noisy. A number of experiments on ultrasound, CT, and 
X-ray modalities medical images were performed to evaluate the new method. 
The experimental results demonstrate the reliability and efficiency of this new 
scheme. 

1   Introduction 

The level set approach were introduced by S. Osher and J. A. Sethian[1] in 1988. 
These methods have recently become one of the most studied techniques for medical 
image segmentation. Level sets are designed to handle problems in which the evolv-
ing interfaces can develop sharp corners and cusps, change topology and become 
very complex. In the level set approach, the convergence to the final result may be 
relatively independent of the initial shape, and branches, splits and merges can de-
velop without problems as the front moves. Generally, the method may be applied 
even where no a priori assumptions about the object’s topology are made. Most of the 
challenges in level set approach result from the need to construct an adequate model 
for the speed function. 

But the classical level set speed function models rely on the edge gradient informa-
tion to stop the curve evolution; these models can detect only objects with edges de-
fined by gradient. Also, in practice, the discrete gradients are bounded and then the 
stopping function is never zero on the edges, and the curve may pass through the 
boundary. On the other hand, if the image is very noisy, then the isotropic smooth the 
edges too.  
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To address this problem speed functions that take into account probability density 
functions of regions inside and outside the structures of interest have been proposed 
[3,4,5,6,7]. This class of solution is well adapted to situations where adjacent struc-
tures have different intensity distributions but are challenged by applications that 
require the segmentation of structures surrounded by other structures with similar 
intensity values and separated by weak edges. 

In this paper, a new speed function model is proposed, which based on the image 
region and boundary gradient information. The region information is achieved at a 
global level by a statistical characterization. The boundary finding part is handled by 
the gradient information. Since the gradient defines a measure of no-homogeneity in 
the pixel neighborhood, it is modeled as a potential function that generates a Gibbs 
distribution of a Markov random field [9]. The experimental results show that incor-
porating region intensity information and gradient information into the level set 
framework, an accurate and robust segmentation can be achieved.  

2   Level Set Method  

The level set method was proposed by Osher and Sethian[1], The main idea in the 
level set method is to describe a closed curve Γ in the image plane as the zero level 

set of a higher dimensional function ),( txφ in 3ℜ , The value of  φ  at some point x is 

defined by 

dtx ±== )0,(φ  (1) 

where d  is the distance from x to )0( =Γ t , and the sign in  (1) is chosen whether the 

point x lies outside or inside the initial hypersurface. )0( =Γ t .In this manner, Γ  is 

represented by the zero level set { }0),(|)( 2 =∈=Γ txRxt φ of the level set function, 

and the initial function )0,( =txφ  with the property that 

{ }0)0,(|)0( 2 ==∈=Γ txRx φ . The evolution of ),( txφ  can be modeled as  

0=∇+
∂
∂ φφ F
t

 With )0,( =txφ  (2) 

The speed function F  plays the major role in the evolution process. The speed 
function F  depends on factors like the image gradient. A common choice for F  is: 

)1)(( kIPF ε−=  (3) 

where, 0 < ε < 1 is a constant, I is the image intensity and k  is the curvature obtained 
from divergence of the gradient of the normal vector to the front. The term ( )IP is an 

image-dependent halting criteria calculated as: 

( ) IGeIP ∗∇−= σ  (4) 

where IG ∗∇  denotes the image convolved with a Gaussian smoothing filter whose 
characteristic width is σ . This halting criterion allows model to stop on high image 
gradient by reducing speed function to zero, thus aligning it to the object boundary.  
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Given the initial value, it can be solved by means of difference operators in a fixed 
grid via 

( ) ( )( )−++ ∇+∇⋅⋅∆−= 0,min0,max1
ijij

n
ij

n
ij FFhtφφ  (5) 

where n is the iterative time, h is the grid step, t∆  is the time step, ijF  is the speed 

value of pixel ( )ji, , n
ijφ  is the level value of pixel ( )ji,  at time n  and where 
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This implementation allows the function φ  to automatically follow topological 

changes and corners during evolution.  

3   The Proposed Level Set Speed Function 

The key idea was to utilize the probability density function inside and outside the 
structure to be segmented. The pixel in the neighborhood of the segmenting structure 
was responsible for creating a pull/push force on the propagating front. The boundary 
finding part is handled by the gradient information. Since the gradient defines a 
measure of no-homogeneity in the pixel neighborhood, it is modeled as a potential 
function that generates a Gibbs distribution of a Markov random field. We chosen the 
original speed given by Malladi[2] for its simplicity as :  

)( kvhF I ρ−=  (10) 

where v  represents an external propagation force, k is the local curvature of the front 
and acts as a regularization term. The weighting ρ expresses the importance given to 

regularization. The term Ih  is the data consistency and act as a stopping criterion at 

the location of the desired boundaries; which is defined according to the intensity of 
the image data. 

3.1   Image Region Statistical Characterization  

Suppose that a image is partitioned into N pixel, labeled by the integers N,,2,1 ⋅⋅⋅ . In 
most application, the pixel locations or sites will form a regular square lattice. Further 
suppose that each pixel variable, Nixi ≤≤1,  can take any real value, Rxi ∈ . The 

values of the pixel variables are called intensities and arbitrary shading will be de-
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noted },,,{ 21 Nxxxx ⋅⋅⋅= , hence NRx∈ . In general it is not possible to observe x  

directly, instead the observed image y  is a degraded copy of x . 

Nixy iii ≤≤+= 1,ε  (11) 

where ),0(~ 2σε Ni ,and iε  and jε are independent when ji ≠ .Hence the condi-

tional distribution of Y  given X  and σ with density function: 
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The sign of v  determines the direction of the external propagation force.  
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(14) 

where )(Ipi and )(Ipe  denote the likehood of intensity inside and outside the ob-

ject, and ia  is the prior of a image to be inside the object. Where inµ , outµ , in
2σ  and 

out
2σ  are respectively the mean and the variance of the image intensity. 

3.2   Image Boundary Statistical Characterization 

Let Y be the observed image, X the ideal image, and N  is an additive Gaussian 
noise present in the image. That can be described as: 

NXY +=  (15) 

The gradient image is corrupted by false-edges due to noise. The plausibility of 
false edges follows a Rayleigh distribution. In order to distinguish real edges from 
false ones, Voorhees [8] proposed to statistically estimate a threshold that separates 
these two populations.                              

We assume the plausibility of the true edges being described by a single distribu-
tion. One must normalize the gradient values in order to keep both gradient and statis-
tics measures in the same numerical range. Therefore, we define the normalized gra-
dient at a given position sy  as follows 

µ
)()(~ s

s
ygyg =  (16) 

where µ  is the mean of the Rayleigh distribution. 

The segmentation field, x, has an isotropic nature and its distribution is strictly de-
fined in a local neighborhood. Thereafter, we can use MRF model. Based on the 
Hammersley-Clifford theorem, the density of x is given by a Gibbs density using the 
form: 



658      Pan Lin et al. 

))((1)(
∑−

= c
c XV

e
Z

xp  (17) 

where Z  is a normalization factor, or partitioning function. )(xVc  is a sum of func-

tions, one of each pixel in x , which describes the interaction of each pixel with its 
neighbors. The clique potentials cV  depend only on the pixels that belong to clique 

C . Since the gradient defines a measure of non-homogeneity and is evaluated in the 
immediate neighborhood of sy , its response could be handled as being a transforma-

tion that maps the gray-level of sy  to the potential function )( sc xV . This relation is 

carried out in a proportional formulation as follows: 

)(~)( ssc ygxV ∝  (18) 

So, the MRF field henceforth be written in the following as: 

)(~1)( syg
s e

Z
xp −=  (19) 

3.3   Level Set Speed Function of the Proposed Model  

We can integrate the boundary probability and region homogeneity information to 
define new speed function. The estimation of these parameters to find the boundary is 
posed as an optimization process, By applying the Bayesian formulation the objective 
function measures the strength of the data consistency term Ih  at a point s  is defined 

as decreasing function as following:  

)|( ss yxp ∝ )|()( sss xypxp  (20) 

where )( sxp is the boundary probability term in (19), )|( ss xyp is the object region 

probability term in (14). It is clear that (20) combines the statistical and the gradient-
based measure in order to find the optimal segmentation. The new consistency term 

Ih  at point s  proportion to the combined probability )|( ss yxp of the closest point 

on the current interface. The final expression of the new term Ih  will be: 

)}|(exp{)( ssI yxpksh ⋅−=  (21) 

So the new speed function can be defined as: 

)}|(exp{)()( ssI yxpkkvkvhF ⋅−⋅−=−= ρρ  (22) 

4   Experimental Results 

To demonstrate the performance of our new speed function for the level set frame-
work, we carried out a series of experiments on medical images.  

We describe a number of 2D images from which we extract the contours using the 
proposed method, which we have previously described. We have chosen images from 
some kinds of modalities medical images, US, CT, and X-ray images to demonstrate 
our methods.  
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As we can see, the US image quality is very poor and the region boundaries seem 
to be very fuzzy. Fig.1 shows the results on a US image with both strong and fuzzy 
region boundaries. Fig.1 (a) shows the original image, Fig.1 (b) shows the initial 
curve, Fig.1(c) shows the Intermediate iterations process, Fig.1 (d) shows the result of 
the proposed method. The examples presented show that the algorithm we propose is 
able to cope with ultrasound images that are notoriously difficult to segment because 
of speckle noise as well as with images with low signal-to-noise ratio and poorly 
defined edges. 

    
 (a) (b) (c) (d) 

Fig. 1. US image segmentation results; (a)original image; (b) initial curve; (c) intermediate 
iterations; (d) our proposed method result. 

We also applied our method on CT image of the liver as shown in Fig.2 and Fig.3. 
In every instance, a pair of image is presented. The human liver and brain images 
illustrate the performance of our methods for the segmentation of structures with 
similar intensity values that are separated by weak edges. 

    
 (a) (b) (c) (d) 

Fig. 2. CT liver image segmentation results; (a)original image; (b) initial curve; (c) intermedi-
ate iterations; (d) our proposed method results. 

    
 (a) (b) (c) (d) 

Fig. 3. CT brain image segmentation results; (a)original image; (b) initial curve; (c) intermedi-
ate iterations;  (d) our proposed method results. 
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Fig.4 shows the results of applying our methods for finding boundary of the X-ray 
carpal bone image with object overlap. This segmentation is a critical operation in the 
automatic skeletal age assessment system. The results clearly demonstrate the supe-
rior segmentation quality of our approach.  

As mentioned above, the proposed method seems ideal for use on a wide variety of 
medical imagery. The power of this method in extracting feature from even fuzzy 
boundary and overlap boundary medical images has been demonstrated. 

    
 (a) (b) (c) (d) 

Fig. 4. Results of contour extracting from X-ray carpal bone image; (a)carpal bone; (b) initial 
curve; (c) intermediate iterations; (d) our proposed method result. 

5   Conclusions 

In this paper, we have proposed a new speed function for level set framework. The 
new models modify the level set speed function utilizing region intensity information 
and gradient information. The scheme here proposed is particularly well adapted to 
situations where edges are weak and overlap, and images are noisy. The method has 
been tested with numerical real modalities medical images, such as US, CT and X-ray 
images. The experimental results show the reliability of the approach.  
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