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Abstract. The camera augmented mobile C-arm (CAMC) has been
introduced in [12] for the purpose of online geometrical calibration. Here,
we propose its use for an augmented reality visualization. Introducing a
double mirror system [11] the optical axes of both imaging systems (X-
ray and optical) can be aligned. With this property both images can be
merged or co-registered by only a planar transformation. This allows a
real-time augmentation of X-ray and CCD camera images. We show that
the needle placement procedure can be performed under this augmented
reality visualization instead of fluoroscopy. Only two single X-ray images
from different unknown C-arm positions are needed to align the needle
to a target structure labeled by the surgeon in both X-ray images. The
actual alignment is done by the surgeon while she/he sees the alignment
of the needle to the target structure on video images co-registered with
the X-ray image. Preliminary experimental results show the power of
CAMC for medical augmented reality imaging. It also shows that this
imaging system can provide surgeons with new possibilities for image
guided surgery. In particular it reduces the X-ray exposures to both
patient and physician.

1 Introduction

This paper describes an intra-operative video-augmented imaging system, intro-
duced in [11], and presents an exemplary use of this system for precise needle
placement. The system provides real-time co-registered X-ray fluoroscopy and
video images. The physician could observe X-ray and video image from the same
vantage point, and/or an augmented reality image merging X-ray and optical
images in real-time. Assuming that the patient remains immobilized, one X-ray
image may be taken, and from that point on, the procedure may be continued
under video guidance This allows the surgeon to orient a surgical tool under
video imaging in regard to patient’s anatomy. This new imaging system has
many applications, for example in orthopedic neck surgery (Fig. 1).

In this paper we first describe the design, calibration and construction of the
combined video and X-ray fluoroscopy imaging system. This system is based on
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Fig. 1. Orthopedic neck surgery often requires placement of several lateral mass and
pedical screws. The potential for this work is the following: Perfect registration between
the X-ray and video enables the surgeon to use video to orient the surgical tools for
the placement procedures. This allows the physician to use image guidance through
out the procedure while taking a reduced number of X-ray images.

the camera augmented mobile C-arm, which was introduced in [12]. A CCD cam-
era attached to the X-ray frame was used to compute the motion of the C-arm to
be used for online geometrical calibration. Here, we propose to use the attached
CCD camera for augmented reality visualization. Real-time blending of X-ray
and video images is not possible unless both system share the same projection
geometry. Introducing a double mirror system the optical axes of both imag-
ing systems (X-ray and optical) can be aligned, see [11]. With this alignment
both images can be merged or co-registered by a simple planar transformation.
This allows a real-time augmented reality visualization of mixed X-ray and video
images. Figure 2 illustrates the basic design of this system.

This technique of merging live camera images with X-ray fluoroscopic images
bears large potential for a number of medical applications. In this paper we take
the particular application of needle placement for percutaneous procedures. Min-
imal invasive surgical techniques are rapidly growing in popularity, among them
percutaneous surgical procedures. In comparison with traditional open tech-
niques they reduce patient recovery time and discomfort. However, during these
interventions, the surgeon must rely on indirect views on the patient’s anatomy
provided by imaging modalities such as X-ray fluoroscopy. X-ray systems pro-
vide the surgeon with images, which are 2D projection of 3D anatomies. This
is in contrast to open surgery, where the physician has a direct view (although
partial) of the patient’s anatomy.

Targeting deep seated anatomic structures using only X-ray projections is
challenging and requires experienced physicians. Many researchers propose to
register patient’s pre-operative CT data with intra-operative X-ray fluoroscopic
images to help the physician. Others propose to register the pre-operative CT re-
construction with the patient and an external tracking system for navigation and
guidance, e.g. see [8, 1, 6]. Although a wide range of possible imaging modalities,
like CT, US, MRI, and even combinations of them, is available for percutaneous
procedures, X-ray fluoroscopy remains the most frequently used modality. This
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Fig. 2. Conceptual Design: A double mirror system is used to align the optical axes
of X-ray and optical imaging system

may be caused by the simple fact that mobile X-ray systems and C-arm fluoro-
scopes are low cost, readily available in most hospitals, and they lend themselves
to practical use in the operating room.

The following section introduces the design and mathematical framework
of the real-time X-ray and optical image overlay (CAMC). It also describes
the calibration procedure which needs to be performed only during the original
construction of the CAMC system. Section 3 presents preliminary experimental
results. Our new needle placement procedure is then described in section 4. The
work is summarized and future work is discussed in section 5.

2 Mathematical Framework for Real-Time X-Ray and
Optical Image Overlay

2.1 General Concept

Merging X-ray and optical images requires that both images are taken from the
same viewpoint, which is physically impossible. Nevertheless, with the help of
two mirrors the camera and the X-ray source can be positioned relative to each
other such that both optical axes become aligned [11]. This is visualized in Fig. 3.

Due to different focal lengths of both imaging systems it is not necessary to
bring both optical centers to virtually the same point. The different images are
then scaled before merging, with the scale factor determined during an offline
calibration procedure.

During the C-arm motion the intrinsic geometry of the X-ray imaging system
(relation between X-ray source and detector) will not be constant due to the
weights of both X-ray source and detector and the thereby caused minor bending
of the C-arm. This has an influence on the optical axis of the X-ray system,
which is defined as the normal dropping from the X-ray source onto the detector
plane. This effect makes it impossible to calibrate the system, because the camera
position would have to be different for every C-arm position. To overcome this
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Fig. 3. X-ray source, optical camera attached to it, and the double mirror system used
to align the two imaging geometry (left), and the calibration setup (right): on-plane
markers (crosses), off-plane markers (spheres) and corresponding on-plane markers
(rings) – see text for details.

limitation we use the ”virtual detector” concept proposed in [12]. A small number
of X-ray opaque markers are arranged on a plate that is attached to the X-ray
source such that the projected markers appear on the image close to the border.
A planar transformation is applied to the image to bring the projected markers
to pre-defines positions. This in effect corrects for the variations in the intrinsic
parameters of the X-ray system.

2.2 Setup and Calibration Procedure

In order for our system to work properly as described in the previous section we
need

1. Precise positioning of the camera and the two mirrors in order to align both
optical axes

2. 2D-2D co-registration (in-plane rotation, translation, and scale) that corrects
for the differences in intrinsic parameters of both imaging systems.

Both requirements are satisfied with a single calibration task. The two mirrors
are fixed as shown in Fig. 3. We use a set of marker objects that are visible to
both X-ray and optical camera. Four (or more) of them are placed on the X-ray
detector. They are used to estimate the planar transformation that co-registers
both images in 2D1. Two (or more) markers are placed visible for both imaging
systems with a reasonable distance (e.g. about 5cm) to the X-ray detector. Both
optical axes are aligned if a single planar transformation computed from the on-
plane markers also brings the projections of the off-plane markers to a match.
The calibration task now is to bring the camera in a position such that this
requirement is satisfied. The following algorithm is proposed:
1 Here, we consider mobile C-arms equipped with a Solid State Detector with no
distortion artifact. Distortion correction is necessary for traditional systems[4, 7].
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(a) setup (b) 100% CCD (c) 75% – 25%

(d) 50% – 50% (e) 25% – 75% (f) 100% X-ray

Fig. 4. Experimental results: setup (a), original video (b) and X-ray (f), and result of
overlay for 3 different opacities (c-e).

1. Attach four or more markers on the X-ray detector (on-plane markers), and
position two or more marker objects (off-plane markers) in the view of both
imaging systems.

2. For each off-plane marker attach an extra marker on the detector plane such
that all these pairs of markers appear superimposed in the X-ray image (see
Fig. 3).

3. Modify the camera’s position until the pairs of off-plane and corresponding
on-plane markers are also superimposed on the video image.

4. Fix the camera and estimate the planar transformation using all on-plane
markers.

The system will then be fully calibrated, and can provide real-time overlay of
X-ray and optical images. Note that this calibration procedure is done only once
by the C-arm manufacturer. No extra calibration is needed before or during the
operation.

3 Preliminary Experimental Results

Here we first want to present some results that, in general, demonstrate the
power of camera augmented mobile C-arm with the double mirror system. Then
we describe a simple experiments focused at a needle placement procedure in
a lab setup. So far we did not conduct real experiments that would result in
accuracy measures. This is due to the fact that the placement procedure depends
on the person performing it. We will have to further discuss this application with
surgeons in order to conduct a large number of experiments and find out how
best to evaluate the accuracy of such alignment procedure.
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Fig. 5. Experimental results: X-ray image (left), video image (right), and overlaid
optical and X-ray image of pig’s knuckle (center).

3.1 Augmented Reality Visualization with CAMC

In this experiment we use a set of different metallic objects placed on the table
as visualized in Fig. 4. The objects are placed on the table such that they occlude
each other. The occluded parts can then be ”seen” in the combined optical and
X-ray image, see Fig. 4. The ”visibility” can be adjusted smoothly from pure
X-ray to pure optical vision.

The result of another experiment that is closer to an actual medical applica-
tion is visualized in Fig. 5. A pig’s knuckle is positioned on the table. The X-ray
image (left) shows the bone structure. In the combined optical and X-ray image
(right) the bone structure can be seen on top of the optical image of the leg.

4 Needle Placement under AR Visualization

4.1 Needle Placement Procedures – State of the Art

Different needle placement techniques have been proposed in the literature. The
axial aiming technique [5, 13] is a well established method for needle placement
under X-ray fluoroscopy. The fluoroscope is positioned such that needle tip and
target point become superimposed on the X-ray image during the whole insertion
of the needle into the body. However, this positioning is not easy and requires
much X-ray exposure. In addition, the depth of insertion cannot be observed
from the axial view.

Different mechanical manipulators such as PAKY and LARS robot were in-
troduced and used for needle injection under radiological guidance by [15, 16]
and [14, 3, 2]. The design of these robots is excellent and they have proven to
be precise and well adopted for their use in operating room. However, the nee-
dle placement methods they propose all require time consuming pre-operative
registration procedures between the robot, imaging system and the patient’s
anatomy. Recently visual servoing techniques have been proposed and tested
on some of these robots for automatic needle placement [9, 10]. By taking ad-
vantage of projective geometry and projective invariants the needle is aligned
automatically from a small number of X-ray images taken from two different
C-arm positions.
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Fig. 6. 3D alignment from two perspective views: Each viewing plane includes both
entry and target points as well as their projections on the respective image planes. The
intersection of both planes defines the 3D orientation of the needle.

Here we show that when using our combined X-ray and video imaging system,
referred to as CAMC, the necessary radiation may be decreased to a minimum
of two X-ray images. Additional X-ray images might be taken to verify the
accuracy of the alignments. This augmented reality imaging system can be used
in conjunction with all existing methods. They can all take advantage of this
system to reduce the X-ray exposure. Here we describe a method, where no
motorized robotic device is used. This can be considered both as a practical
method and as a proof of concept.

4.2 Placement Technique

The direction of the needle will be determined from only two X-ray images
from different positions of the C-arm. For each of the two views we are able to
determine a plane that includes both the entry point of the needle and the target
point. The orientation of the needle in 3D is then defined by the intersection of
these two planes.

A plane that includes both entry and target point is the one defined by the
projection of both points in the image plane and the optical center, see Fig. 6.
For the first view such a plane is determined. With the C-arm in the second
viewing position the motion of the needle is restricted to the plane determined
before. This ensures that when the needle is aligned for the second view, the
final 3D alignment is accomplished.

This method requires rotations of the needle in restricted planes. A placement
device such as the prototyp pictured in Fig. 7 becomes necessary. Planes Π1 and
Π3 are perpendicular to each other. Plane Π2 can be rotated around the normal
of Π3 (axis a3). Both planes together can be rotated around the normal of plane
Π1 (axis a1). The needle can be rotated around the normal of plane Π2 (axis
a2).
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(a) general concept (b) used prototype

Fig. 7. Placement device: General concept (a) and lab setup prototype (b).

4.3 Placement Procedure

With the C-arm in the first position the goal is to orient the placement device
and C-arm such that the needle, the optical(or X-ray) center, the entry point,
and the target point become coplanar. This is accomplished by aligning axis a3,
which is included in plane Π2, with the X-ray source. This can be done by mov-
ing the C-arm until a3 is visualized as a single point on the optical image. This
makes the optical center and the entry point, which lies on a3, coplanar with Π2.
The projected plane Π2 appears now as a line l2, whereas a3 is projected onto a
point. The next step is then to rotate Π2 around a3 in order to make the target
point aligned with l2. The target point now lies on Π2. This plane includes both
entry and target point as well as the optical center. This plane is all that can be
determined from the first view. The orientation of plane Π2 relative to planes
Π1 and Π3 is fixed and the C-arm is brought into a second position for which
the optical center is not coplanar to plane Π2. The alignment of the needle
and the target in plane Π2 is then accomplished. The needle is rotated around
a2 until entry point, target point, and the optical center become coplanar.
See Fig. 6 for a visualization. Summarizing this leads to the following algorithm:

First C-arm position

1. Position needle placement device at the entry point.
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2. Align axis a3 and camera optical center by turning
placement device around axis a1 and moving C-arm
while observing the video image.

3. Take first X-ray image and select target point.

4. Merge X-ray and video image.
Target point becomes visible in the
video image.

5. Rotate plane Π2 about a3 under video control until
virtual extension of needle becomes aligned with target
point. Fix orientation of plane Π2 relative to planes Π1

and Π3.

Second C-arm position

6. Bring C-arm into second position.

7. Take second X-ray image and select target point.

8. Merge X-ray and CCD image.
Target point becomes visible in
video image.
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9. Rotate needle under video control around axis a2

until virtual extension of needle becomes aligned with
target point.

The needle is now completely aligned with the target in 3D. The insertion depth
of the needle can be estimated using projective invariants as proposed in [9, 10].

5 Conclusion

This paper presents a simple method for semi-automatic placement of a surgical
instrument such as a needle under a new augmented reality visualization system
[11]. This imaging system includes an X-ray C-arm, equipped with a CCD camera
that is attached to the X-ray source, and a double mirror system. The cameras
and the double mirror system are installed and calibrated such the optical axes
of both imaging systems are aligned. The X-ray and optical images are then co-
registered using a simple planar transformation. This new imaging system results
in real-time overlay of X-ray and CCD camera images. This allows the surgical
operations that need intra-operative fluoroscopic imaging to be done under X-ray
augmented video instead. Only a single X-ray is needed for each C-arm position.
Deep-seated target structure marked in the X-ray image is by construction co-
registered in the CCD camera image. The paper describes a simple interactive
method to align a needle with the target under X-ray augmented video guidance.
A minimum number of two X-ray images are needed for the alignment procedure.
Additional X-ray images might be taken to verify the final 3D alignment from
additional views. In order to evaluate the efficiency of needle placement under
augmented reality visualization, one could run a series of experiments. In these
experiments the physicians would first try to align the needle with the deep-
seated target using X-ray fluoroscopic guidance. They would then use X-ray
augmented video guidance to achieve this alignment.
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