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Summary: Variational methods for approximate infer-
ence in machine learning often adapt a parametric probabil-
ity distribution to optimize a given objective function. This
view is especially useful when applying variational Bayes
(VB) to models outside the conjugate-exponential family.
For them, variational Bayesian expectation maximization
(VB EM) algorithms are not easily available, and gradient-
based methods are often used as alternatives. Traditional
natural gradient methods use the Riemannian structure (or
geometry) of the predictive distribution to speed up maxi-
mum likelihood estimation. We propose using the geome-
try of the variational approximating distribution insteadto
speed up a conjugate gradient method for variational learn-
ing and inference. The computational overhead is small
due to the simplicity of the approximating distribution.
Experiments with real-world speech data show significant
speedups over alternative learning algorithms.

Theory: In previous machine learning algorithms based
on natural gradients [1], the aim has been to use maximum
likelihood to directly update the model parametersθ tak-
ing into account the geometry imposed by the predictive
distribution for datap(X|θ). The resulting geometry is of-
ten very complicated as the effects of different parameters
cannot be separated and the Fisher information matrix is
relatively dense.

In this paper we propose using natural gradients for free
energy minimisation in variational Bayesian learning us-
ing the simpler geometry of the approximating distribu-
tionsq(θ|ξ). Because the approximations are often chosen
to minimize dependencies between different parametersθ,
the resulting Fisher information matrix with respect to the
variational parametersξ will be mostly diagonal and hence
easy to invert.

While taking into account the structure of the approxi-
mation, plain natural gradient in this case ignores the struc-
ture of the model and the global geometry of the parame-
tersθ. This can be addressed by using conjugate gradients.
Combining the natural gradient search direction with a con-
jugate gradient method yields our proposednatural conju-
gate gradient (NCG) method, which can also be seen as an
approximation to the fully Riemannian conjugate gradient
method.

Experimental results: The NCG algorithm was com-
pared against conjugate gradient (CG) and natural gradi-
ent (NG) algorithms in learning a nonlinear state-space
model [2]. The results for a number of datasets ranging
from 200 to 500 samples of 21 dimensional speech spec-
trograms can be seen in Figure 1. The plain CG and NG
methods were clearly slower than others and the maximum
runtime of 24 hours was reached by most CG and some
NG runs. NCG was clearly the fastest algorithm with the
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Fig. 1: Convergence speed of the natural conju-
gate gradient (NCG), the natural gradi-
ent (NG) and the conjugate gradient (CG)
methods as well as the heuristic algorithm
(Old) with different data sizes. The lines
show median times with 25 % and 75 %
quantiles shown by the smaller marks. The
times were limited to at most 24 hours,
which was reached by a number of simu-
lations.

heuristic method of [2] between these extremes.
The results with a larger data set are very similar with

NCG outperforming all alternatives by a factor of more
than 10. For more details, please refer to the paper.

Discussion: The experiments in this paper show that the
natural conjugate gradient method outperforms both conju-
gate gradient and natural gradient methods by a large mar-
gin. Considering univariate Gaussian distributions, the reg-
ular gradient is too strong for model variables with small
posterior variance and too weak for variables with large
posterior variance. The posterior variance of latent vari-
ables is often much larger than the posterior variance of
model parameters and the natural gradient takes this into
account in a very natural manner.
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