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Abstract. The amount of information available over the Internet is increasing 
daily as well as the importance and magnitude of Web search engines. Systems 
based on a single centralised index present several problems (such as lack of 
scalability), which lead to the use of distributed information retrieval systems to 
effectively search for and locate the required information. A distributed re-
trieval system can be clustered and/or replicated. In this paper, using simula-
tions, we present a detailed performance analysis, both in terms of throughput 
and response time, of a clustered system compared to a replicated system. In 
addition, we consider the effect of changes in the query topics over time. We 
show that the performance obtained for a clustered system does not improve the 
performance obtained by the best replicated system. Indeed, the main advantage 
of a clustered system is the reduction of network traffic. However, the use of a 
switched network eliminates the bottleneck in the network, markedly improving 
the performance of the replicated systems. Moreover, we illustrate the negative 
performance effect of the changes over time in the query topics when a distrib-
uted clustered system is used. On the contrary, the performance of a distributed 
replicated system is query independent. 

Keywords: distributed information retrieval, performance, simulation. 

1   Introduction 

The information available over the Internet has increased spectacularly in the last 
years, and we can expect that it will continue growing at the same rate, at least in the 
short term. Simultaneously, Web search engines have grown in importance as the 
users need to find, recover, and filter all the information available in this environment. 
Therefore, Web search engines must manage a large amount of information, and 
make it possible for users to locate the information required in a very short time, 
while simultaneously dealing with a large number of queries. 

Information Retrieval (IR) systems based on a single centralised index present sev-
eral problems, such as the lack of scalability, or server overloading and failures [11], 
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which make them unsuitable for highly loaded systems, such as Web search engines. 
For this reason, the methods based on the distribution of the documents index for 
searching and storage are widely used. For example, the Google web search service is 
based on a distributed and replicated IR architecture [1]. 

A distributed IR system is made up of two components: the brokers (dispatchers or 
receptionists) and the query servers. The brokers receive the queries from the users, 
distribute them to the query servers, and send back the final results to the user. The 
query servers hold the distributed index, process the queries, and send their partial 
results back to the brokers for the final merging. 

An inverted index can be distributed over a collection of servers following two 
main strategies: global inverted files (term partitioning), or local inverted files (docu-
ment partitioning). In this work, we will focus on the local inverted file strategy as it 
has been found to be more efficient than the global inverted file strategy [17] [21]. 

The index distribution is necessary to deal with a high volume of data (probably 
because it cannot be indexed by a single machine) and to keep the response times low. 
When the volume of queries handled by the system must be increased (e.g. because 
multiple users simultaneously send queries to a Web search engine), then the IR sys-
tem must be parallelised to process multiple queries concurrently. Two main types of 
systems can be defined to increase the query throughput: replicated and clustered. 

A replicated system is composed of one or more distributed IR systems. Each dis-
tributed system indexes the whole collection, and all the distributed systems that have 
been replicated have the same number of query servers. The brokers, in this case, 
must decide initially which replica will process the query, and then broadcast the 
query to all the query servers in the replica. The brokers must balance the load 
through all the replicas to obtain an optimal performance. 

A clustered system is divided into groups of computers (or clusters), where each 
group operates as an autonomous distributed IR system. Each cluster can be composed 
of a different number of query servers. Each cluster is responsible for one disjoint part 
of the whole collection of documents, and each cluster could use distribution and repli-
cation to store its respective index. In this case, a broker must determine the appropri-
ate cluster for each query and then submit the query to it. A clustered system must be 
configured a-priori based on the distribution of the queries that the IR system expects 
to receive. For example, if 40% of the queries submitted to the IR system are related to 
“Entertainment”, we may assign 40% of our resources (e.g. query servers) to the “En-
tertainment” cluster in order to improve its response time and throughput. This implies 
that a change in the queries distribution may affect the overall system performance. For 
example, if the number of “Entertainment” queries drops to 20%, this cluster may 
improve its performance, probably at the expense of other clusters. 

In this paper, we present a detailed performance analysis, based on simulations, of 
a clustered system compared to a replicated system. We also study the effect of 
changes in the query topics over time, based on work by Spink, Jansen, Wolfram and 
Saracevic [22]. 

The performance analysis in distributed IR is used to study different configurations 
and measure different parameters, usually considering a fixed set of resources. Two 
parameters are usually considered in the performance analysis of a distributed IR 
system: response time and throughput [19]. In the former, we are interested in the 
average time to answer a query when the system is idle. In the latter, we are interested 
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in the maximum query processing rate that the system is able to achieve. This is espe-
cially interesting when designing a large-scale IR system (e.g. hundreds of computers) 
in order to determine the optimal configuration for some fixed benchmarks1, and to 
detect and prevent possible bottlenecks. 

Many previous articles have studied different performance parameters of pure dis-
tributed IR systems, such as [8], [10], [14] or [21], to name but a few. On the other 
side, several previous articles examined the effects of different parallelisation tech-
niques in a distributed IR system. Tomasic and Garcia-Molina [23] simulated a small 
group of servers and studied the effect of multiprogramming on the throughput using 
various inverted index organisations. Frieder and Siegelmann [9] studied the organisa-
tion of the data to improve the performance of parallel IR systems using multiproces-
sor computers. Lu and McKinley [16] analysed the effects of partial replication to 
improve the performance in a collection of 1TB. Moffat, Webber, Zobel and Baeza-
Yates [18] presented a replication technique for a pipelined term distributed system, 
which significantly improves the throughput over a basic term distributed system. 

In [5] and [6], the authors analysed the performance of a distributed, replicated and 
clustered system using a simple network model. They identified two main bottlenecks: 
the brokers and the network. The high load on the brokers was due to the number of 
local answer sets to be sorted. The network bottleneck was due to the high number of 
query servers and the continuous data interchange with the brokers, especially in a 
replicated IR system. The analysis of the clustered systems indicated that the best 
throughput was achieved when a great number of query servers was used, outperform-
ing a replicated system. However, the clustered systems must be configured a-priori 
based on the queries distribution that the IR system is expected to receive. 

In [4], a more realistic network simulation model is presented, and the authors de-
scribed some solutions for the main bottlenecks of a distributed IR system. They 
showed that the use of a switched network reduces the saturation of the interconnec-
tion network. They also showed that the brokers’ bottleneck can be improved by re-
ducing the number of partial results sent by the query servers (with a negligible prob-
ability of changing the system’s precision and recall retrieval performances), or by 
using a hierarchical distributed broker model. 

The main objective of this paper is to compare the performance of a replicated and 
clustered IR system, both in terms of throughput and response time, using the ex-
tended simulation model introduced in [4], and to compare the obtained results with 
those previously reported in [5] and [6]. 

The paper is organised as follows. The simulation model is described in Section 2. 
Section 3 describes the simulations performed for the clustered and replicated systems 
and the results obtained. A discussion of the results obtained is presented in Section 4. 
The main conclusions of the work and possible future research directions are pre-
sented in Section 5. 

2   Simulation Model 

The simulation model of a distributed IR system used in this work is based on the 
work described in [4], where the authors implemented a discrete event-oriented  
                                                           
1 An example of fixed benchmarks is that the maximum response time should be one second 

per query and the minimum throughput should be twenty queries per second. 
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simulator using the JavaSim simulation environment [15]. The defined simulation 
model represents a local inverted file strategy (see Section 1). All the queries are 
stored in a global queue, which is controlled by one or more central brokers. Each 
broker will take one query and will send it to all the query servers through a network 
[21]. Each query server then processes the whole query locally, obtains the answer set 
for that query, ranks the documents, selects a certain number of documents from the 
top of the ranking and returns them to the broker. The broker collects all the local 
answer sets and combines them into a global and final ranked set of documents. 

From the brokers’ point of view, the time to process the ith query (named ti) is di-
vided into three phases: the time to process the query in the query servers (P1), the 
time to receive all the partial answers from the query servers to the broker (P2) and the 
merging and ranking of the final results by the broker (P3). Therefore, the processing 
time for a query qi is given by: 
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where the following parameters are introduced: 
- qi: vector of keywords for the ith query. 
- ti,j: total time (in milliseconds) to complete the processing of query qi at query 

server j. 
- rai,j: time to receive the local answer set for query qi from the query server j. 
- tri,j: number of documents from the top ranking in query qi returned as the lo-

cal answer set for query server j, where tri,j ≤ trmax, and trmax is the maximum 
number of top ranked documents in the local answer (we consider the top 1000 
documents only). 

- tc(n): time to merge and sort n documents, which is computed following the 
logarithmic model: )ln()( 210 ntcntctcntc ×+×+= , as described in [4]. 

From the query servers’ point of view, the time to process the ith query by the jth 
query server (named ti,j) is divided into five phases: the time to receive the query from 
the broker (P1,1), the initialisation time (P1,2), the seek time (P1,3), the reading time 
from disk (P1,4), and the ranking of the partial results (P1,5). 
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where these new parameters are introduced: 
- rqi,j: time to receive the query qi for the query server j. 
- ti: initialisation time, including memory allocation and output display, if nec-

essary. 
- ki: number of keywords in query qi. 
- ts: average seek time for a single disk. 
- tr: average time to read the information about one document in an inverted list 

and to do its processing (seek time is excluded). 
- dk,j: number of documents of the inverted list for keyword k on query server j. 
- ri,j: number of results obtained for query qi on query server j. 
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The Terrier2 IR system described in [20] is used to estimate the parameters for the 
analytical model, obtaining the following values: ti = 62.335ms, ts = 0.03ms, tr = 
1.15μs, tc0 = -470, tc1 = 0.0, tc2 = 62 [4]. The document model parameters (dk,j and ri,j) 
are simulated from the SPIRIT collection, which consists of 94,552,870 documents 
and 1 terabyte (TB) of text [13]. Each query is generated as a sequence of K terms 
(t1,…,tk), independently and identically distributed, following the skewed query model 
[12]. The skewed query model sets the probability of a term occurring in a query 
proportional to its frequency in the vocabulary, and provides more realistic queries 
than the uniform query model [6]. 

The network parameters (rqi,j and rai,j) that determine the transmission times 
among the hosts cannot be estimated using an analytical model, as they depend di-
rectly on the network load of each moment. Therefore, a network simulation model is 
defined. 

In [5] and [6], the network simulation model was based on a shared access local 
area network (LAN), where the transmission media is shared out among all the hosts, 
which must compete to access the media and send their transmissions. This network 
simulation model had certain limitations (e.g. not considering the maximum number 
of hosts connected to the LAN or the maximum size of the network) that reduced the 
capacities of the simulated IR systems. 

With the aim of improving the limitations of this initial network model, a new 
model was defined in [4], equivalent to a switched network FastEthernet 100BASE-T 
at 100Mbps. The switched LAN is the evolution of the shared access networking 
technology and it is based on a device named switch, which centralises the communi-
cation among the hosts. In this way, the switch will reduce the transmission conflicts, 
because a host only has to compete with other hosts that want to communicate with 
the same destination, increasing the effective network speed. 

Using this new network model, a more extensive and realistic simulation model is 
defined, where the hosts are interconnected via one or more switches, depending on 
the number of hosts to be interconnected (assuming that each switch has a capacity 
for 64 hosts). Moreover, the overhead estimation is carried out exhaustively, taking 
into account the different headers of the communication protocols, IP fragmentation, 
and even the propagation delay [4]. The design of this new network model has also 
extended the capacity to represent multicast messages. The multicast messages allow 
sending one message to multiple recipients, instead of sending one message to each 
recipient (unicast messages). In a distributed IR system based on local inverted files, 
multicast messages are especially useful to reduce the number of messages required to 
distribute the queries to the query servers from the brokers. 

In [4], an extended description of the switched network simulation model can be 
found, along with a detailed comparison of the real IR system with the simulation 
model, confirming their correspondence. A brief description of the network simula-
tion model can also be found in the short article [3]. In all the experiments reported in 
this paper, this new switched network simulation model is used in order to obtain 
realistic conclusions when simulating and comparing the clustered and replicated 
systems. 

                                                           
2 A core version of the Terrier system can be downloaded from http://ir.dcs.gla.ac.uk/terrier  
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3   Experiments 

The objective of the experiments in this paper is to compare the performance of a 
replicated and clustered IR system, both in terms of throughput and response time, 
using a realistic setting based on the switched network simulation model described in 
the previous section. In [5] and [6], the main conclusions showed that a clustered 
system will outperform a replicated system if a notable number of query servers is 
used (e.g. 1024). These experiments, however, were based on a shared access net-
work, which produced the saturation of the network in the replicated system. More-
over, only four replicas were defined in the considered replicated system. 

In the new experiments conducted in this paper, we provide a detailed comparison 
between a replicated system and a clustered system using 1024 query servers and a 
switched network supporting multicast. In addition, we consider replicated systems 
with up to 32 replicas. 

3.1   Experimental Setting 

For the replicated system we examine different configurations for the 1024 query 
servers: 1, 2, 4, 8, 16 and 32 replicas (with 1024, 512, 256, 128, 64 and 32 query 
servers per replica, respectively). The optimal number of brokers required for the 
replicated system is calculated as 3R, where R is the number of replicas, as shown in 
[4]. The optimal number of brokers is the minimum number of brokers necessary to 
obtain the best throughput and response time performance (there are no improvements 
by further increasing this number). 

As mentioned in Section 1, a clustered system must be configured a-priori based on 
the distribution of queries that the IR system is likely to receive. For the configuration 
of the clustered system in the experiments reported in this section, we used the work 
by Spink et al. [22], where a set of real Web queries is categorised into 11 different 
topics considering three different years: 1997, 1999 and 2001. Table 1 provides a 
summary of the 11 topics and the percentage of queries through the different years. 

We assume that each topic is indexed in a different cluster. The SPIRIT collection 
[13] is divided into 11 sub-collections with an inverted file of approximately the 
same size that is 8.5 million documents in each sub-collection. Therefore, the 11 
defined clusters will index the same number of documents, although using a different 
number of servers. This setting is selected because we are more interested in the 
configuration of each cluster, rather than the distribution of the topics. Hence, the 
configurations of the clusters will fit the same throughput curve, generating a simpler 
simulation model. 

In the reported simulations, the number of queries is fixed to 200 and the queries 
will retrieve 3 million documents on average. The base sub-collection of 8.5 million 
documents has been distributed over N query servers using a switched network and 
three brokers, where N = 1, 2, 4, 8, 16, 32, 64, 128, 256 and 512. In Table 1, the col-
umn Configuration describes the query servers assigned to each topic. The first num-
ber represents the number of the distributed query servers, and the second, the number 
of replicas in each cluster. 
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Table 1. Distribution of queries across general topic categories, and the used configurations for 
the simulated clustered system. The column Configuration describes the query servers assigned 
to each topic. The first number represents the number of the distributed query servers, and the 
second one represents the number of replicas in each cluster.  

Topics 1997 1999 2001 Configuration 

Entertainment 19.64 % 7.73 % 6.65 % 67 * 3 
Pornography 16.54 % 7.73 % 8.56 % 56 * 3 
Commerce 13.03 % 24.73 % 24.76 % 66 * 2 
Computers 12.24 % 11.13 % 9.65 % 63 * 2 
Sciences 9.24 % 8.02 % 7.55 % 48 * 2 
People 6.43 % 20.53 % 19.75 % 66 * 1 
Society 5.44 % 4.43 % 3.96 % 56 * 1 
Education 5.33 % 5.52 % 4.55 % 55 * 1 
Arts 5.14 % 1.33 % 1.16 % 53 * 1 
Non-English 3.84 % 7.03 % 11.36 % 39 * 1 
Government 3.13 % 1.82 % 2.05 % 32 * 1 

The clustered system is configured in accordance with the distribution of the topics 
of the year 1997. The replications for the most popular topics are maximised, but the 
number of query servers in each replica is kept as close as possible to 64 in order to 
obtain an appropriate response time. Indeed, in [4], the authors studied the improve-
ment obtained with a switched network and the figures showed that with less than 64 
query servers the performance of the system decreases importantly. The number of 
brokers is selected taking into account the sum of the replicas in each cluster (i.e. 
R=18 replicas), and calculating the optimal number of brokers as 3R, as described in 
[4]. For completeness, we also report results with the optimal number of brokers  
2R + 1, suggested in [5] and [6].  

In all our experiments, as stressed in Section 1, the performance is measured using 
the throughput and the response time. The throughput is measured considering that 
the system is operating in batch mode and that there is a processing queue of 200 
queries. The response time is measured assuming that the queries will arrive to the IR 
system following an Exponential distribution [7], with mean 500 milliseconds and 
simulating 200 queries. 

3.2   Replicated and Clustered System Comparison 

The results obtained for the simulated clustered and replicated systems are presented 
in Table 2. The column Replicated describes the configurations for the studied repli-
cated system. The first number represents the number of replicas, and the second one 
represents the number of the distributed query servers. In all the replicated system 
configurations, the optimal number of brokers is defined as 3R. The shaded cells rep-
resent the optimal configurations for the replicated and clustered systems. In this case, 
the optimal configuration is the one that achieves the best trade-off between the mini-
mal response time and the maximal throughput. 
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Regarding the replicated systems, we observe that the throughput increases as the 
number of replicas increases due to the higher level of parallelism in the system. At 
the same time, the response time of the system is decreasing as the replication in-
creases, except for the last configuration (32x32), where the reduced distribution of 
the index in each replication (only 32 query servers) increases the response time to 
2658 milliseconds per query (17% more than the optimal configuration). 

On the other hand, Table 2 shows that the throughput of the clustered system is 
maximised if 3R brokers are used. This configuration outperforms the 2R + 1 con-
figuration in terms of throughput, extending the conclusions obtained in [4] for the 
replicated system to the clustered system. The number of brokers does not have an 
important repercussion on the response time as the queries are processed nearly se-
quentially, which leads to minimal parallelisation. In a clustered system, the number 
of replicas (R) is calculated as the sum of all the replicas through all the clusters (e.g. 
18 replicas, obtained from the configuration in Table 1). 

Comparing the two types of systems, the results show that a replicated system with 
16 replicas will achieve a better throughput and response time than the clustered sys-
tem defined. In both cases the level of parallelism achieved is quite similar (with 16 
and 18 parallel groups, respectively). The main benefit achieved with the clustered 
system is a reduction in the network traffic, which is crucial if the network is the main 
bottleneck of the system. However, the switched network has solved this problem 
improving markedly the performance of the replicated system, which is able to out-
perform the clustered system. 

This result suggests that the distribution must be used to reduce the response times 
and the replication must be used to increase the query throughput of the system. For 
example, this is the approach used by the Google web search service [1]. 

The main conclusion of the above set of experiments is that the performance of a 
clustered system (both in throughput and response time) does not improve the per-
formance obtained by the best replicated system. This result is related to the use of a 
switched network. The switched network has eliminated the bottleneck in the net-
work, markedly improving the performance of the replicated systems. On the other 
hand, the main advantage of a clustered system is the reduction of network traffic, 
which is less relevant when a switched network model is used. 

Table 2. Throughput (queries/second) and response time (milliseconds) for the clustered and 
replicated systems (with the optimal number of brokers as 3R), using a switched network sup-
porting multicast 

Clustered 
Replicated Throughput 

Response 
Time Brokers Year 

Throughput
Response 

Time 

1x1024 0.70 4247.83 3R 1997 7.60 2404.11 
2x512 1.38 4257.67 3R 1999 3.23 2828.11 
4x256 2.69 3231.22 3R 2001 3.59 2960.87 
8x128 5.03 2354.92 2R+1 1997 7.17 2380.20 
16x64 8.47 2274.09 2R+1 1999 3.11 3165.59 
32x32 12.92 2658.93 2R+1 2001 3.43 2863.65 
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3.3   Query Topics Change 

As we described in the introduction, a clustered system must be configured a-priori 
based on the distribution of the queries that the IR system expects to receive. In our 
experiments above, the clustered system was configured based on the queries distribu-
tion for the year 1997 (Table 1, second column). 

In this section, we study the effect of changes in the topics distribution over time in 
the performance of clustered systems. Obviously, the performance of a replicated 
system is query independent. Therefore, the performance values obtained for a repli-
cated system do not change: 8.47 queries per second and 2.27 seconds per query on 
average, for the optimal configuration (See Table 2, row 16x64). However, the per-
formance of a clustered system when the queries distribution varies can be severely 
affected, as we will discuss below. 

Indeed, in the experiments reported in Table 2, we also used the query distribution 
for the years 1999 and 2001 (Table 1, third and forth column respectively) to simulate 
the queries in the clustered system. The results (see Table 2) show more than 50% 
throughput reduction in the 3R configuration (from 7.60 queries per second to 3.23 
and 3.59 queries per second for the years 1999 and 2001, respectively) and in the 2R 
+ 1 configuration (from 7.17 queries per second to 3.11 and 3.43 queries per second 
for the years 1999 and 2001, respectively), and an increase in the response time be-
tween 17% and 33%, in both configurations, for the years 1999 and 2001. 

The negative effect on the response time is less marked, because each cluster has 
been configured with enough query servers per replica to obtain an appropriate re-
sponse time. On the other hand, the changes in the popular topics imply that smaller 
clusters will receive more queries, decreasing their throughput, while larger clusters 
will receive fewer queries and may have idle periods, decreasing the overall through-
put of the system. 

In [5] and [6], the throughput worsening due to the changes in the topics distribu-
tion was also confirmed, although the distribution for the year 2001 was the baseline 
and the reduction in the performance was mainly manifested in the year 1997, with 
nearly no changes with the year 1999. 

The important repercussion of the changes in the queries distribution in the per-
formance of the clustered systems entails a permanent monitoring of the queries sub-
mitted to the IR system and, if necessary, the modification of the clusters configura-
tion. This point raises new research concerns, such as the estimation of the threshold 
in the topics change where it is worth modifying the configuration, looking for a bal-
ance between the performance improvement and the cost of modifying the cluster 
configuration of the IR system. 

4   Discussion 

We have shown that the performance obtained (both in terms of throughput and re-
sponse time) for a clustered system does not improve over the one obtained by the 
best replicated system. 

This result, which in some way contradicts the conclusions in [5] and [6], is related 
to the use of a switched network. The main benefit of a clustered system is the reduc-
tion of network traffic. However, the switched network has eliminated the bottleneck 
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in the network, markedly improving the performance of the replicated systems, which 
exceeds that of the clustered systems. It is interesting to state that the clustered system 
results represent a best-case performance as we have assumed that documents can be 
split in non-overlapping clusters and queries can be assigned univocally to one cluster. 

Moreover, we have illustrated the negative performance effect of the changes over 
time in the topics distribution, when a clustered system is used, as opposed to the per-
formance of a replicated system, which is query independent. As a consequence, the 
configuration of a clustered system needs to be modified according to the topics distri-
bution and their drift over time. This may prove to be a practical problem in the Web 
context, where the information needs of the users and their interest may markedly vary 
over time, for example, in reaction to contemporary events and concerns [2].  

When building a large-scale IR system, the index distribution is necessary to deal 
with a high volume of data (and to keep the response times low) and the parallelisa-
tion is necessary to process multiple queries concurrently. The results obtained in this 
work suggest that the replicated systems are the best option for the parallelisation in 
terms of performance (throughput and response time) and stability through the time 
(as it is query independent). 

Finally, it is important to mention that there could be other factors not represented 
in these simulations that could improve the performance of the clustered systems. For 
example, one benefit of the clustered systems is the reduction in the size of the collec-
tion indexed by each cluster. This may produce a reduction in the number of relevant 
results obtained by the IR system, since the final results must be associated with the 
relevant cluster for the query. In all the experiments reported in this paper, both types 
of systems retrieve exactly the same number of relevant documents for each query. 
Nevertheless, in a real clustered system, some documents associated with other less 
relevant clusters will not be included and this could reduce the overall response time. 
It is however difficult to precisely model this as it depends on factors such as the size 
of the cluster, the length of the query and its type. In addition, the number of returned 
documents may affect precision and recall. As a consequence, in comparing the clus-
tered and replicated systems, we simulated systems that return the same number of 
documents making the comparison fair in terms of precision and recall measures.  

5   Conclusions 

In this work, we have presented a detailed study of a clustered system and several 
replicated systems, comparing their performance in terms of throughput and response 
time. Using the extended simulation network model introduced in [4] to represent a 
switched network, we can perform a more accurate and realistic evaluation of the two 
types of distributed IR systems. 

We showed that the throughput and response time for a clustered system do not 
improve the values obtained by the best replicated system. Moreover, the performance 
of a replicated system is independent of the changes over time in the query topics 
whilst there is a negative effect on the clustered system performance. This implies 
that the configuration of a clustered system needs to be adapted dynamically to the 
topics distribution. A possible future work would be to investigate how to automati-
cally define the optimal configuration of a clustered system over time.  
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It is also important to consider that there are other factors that have not been taken 
into account, such as the reduction in the number of relevant documents, which may 
improve the performance of clustered systems. Another future work would be to study 
this effect on the response time and its repercussion in terms of precision and recall. 

This work suggests that the replicated IR systems should be used to obtain a better 
degree of parallelism and throughput. In this sense, in our future work, we would like 
to study different solutions to reduce data interchange through the interconnection 
network and the workload on the brokers for the replicated and distributed IR systems. 
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