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Abstract. The performance of contiguous allocation strategees be

significantly affected by the distribution of jolxexution times. In this paper,
the performance of the existing contiguous allaratstrategies for 3D mesh
multicomputers is re-visited in the context of hg#ailed distributions (e.g., a
Bounded Pareto distribution). The strategies aréuated and compared using
simulation experiments for both First-Come-Firstv@er (FCFS) and Shortest-
Service-Demand (SSD) scheduling strategies underiaty of system loads
and system sizes. The results show that the peafuren of the allocation
strategies degrades considerably when job execuiioes follow a heavy-

tailed distribution. Moreover, SSD copes much betitan FCFS scheduling
strategy in the presence of heavy-tailed job execuimes. The results also
show that the strategies that depend on a listlefaied sub-meshes for both
allocation and deallocation have lower allocatiorerbead and deliver good

system performance in terms of average turnaroimd &ind mean system
utilization.

1 Introduction

The mesh has been one of the most common netwarkedent multicomputers due
to its simplicity, scalability, structural regulgyi and ease of implementation [1, 6,
12]. Meshes are suited to a variety of applicatiomduding matrix computation,
image processing and problems whose task graphsecambedded naturally into the
topology [25].

Efficient processor allocation and job scheduling eritical to harnessing the full
computing power of a multicomputer [1, 4, 5, 28heTgoal of job scheduling is to
select the next job to be executed while the gbptacessor allocation is to select the
set of processors on which parallel jobs are erelcyit].

In distributed memory multicomputers, jobs are @dled distinct contiguous
processor sub-meshes for the duration of their i@t [1, 4, 5, 6, 7, 12, 28, 29].



Most existing research studies [1, 4, 6, 11, 12 029contiguous allocation have been
carried out mostly in the context of the 2D mestwoek. There has been relatively
very little work on the 3D version of the mesh.htigh the 2D mesh has been used
in a number of parallel machines, such as iWARPaf&] Delta Touchstone [8], most
practical multicomputers, like the Cray XT3 [3], ar T3D [19], and the IBM
BlueGene/L [14], have used the 3D mesh and torushasunderlying network
topology due to its lower diameter and average canication distance [27].

Most existing contiguous allocation strategies tfoe 3D mesh, mainly the early
ones, have time complexities that grow linearlyhvitte size of the mesh [5, 7, 28].
The recent contiguous allocation strategies hawe ttomplexities that can be less
sensitive to the size of the mesh [20, 23]. Theiddists of the busy sub-meshes with
the goal of achieving time complexities that dependthe number of allocated sub-

meshes instead of the mesh size [20, 23]. Time tditigs in O(mz) , Wherem is

the number of allocated sub-meshes in the busyJiste achieved [20, 23]. An
advantage of the busy-list approach is that theofibusy sub-meshes is often small
even when the mesh size becomes large, which dewrdlae allocation overhead.

The efficacy of most contiguous allocation stragsghas been assessed under the
assumption of exponentially distributed executiomes [4, 5, 6, 7, 11, 12, 20, 23, 28,
29], which may not reflect all possible practiceésarios. For instance, a number of
measurement studies [9, 15, 16, 17, 26] have coimgty shown that the execution
times of many computational jobs are characterisetieavy-tailed execution times;
that is, there are typically many short jobs, aeaver long jobs. Heavy-tailed
distributions capture this variability and behavaiite differently from the
distributions more commonly used to evaluate thefopmance of allocation
strategies (e.g., the exponential distribution).plrticular, when sampling random
variables that follow heavy-tailed distributionbetprobability of large observations
occurring is non-negligible.

In this paper, the performance of the existing iguaius allocation strategies for
3D mesh-connected multicomputers is revisited im tontext of heavy-tailed job
execution times. Existing strategies were typicalyluated with the assumption of
First-Come-First-Served (FCFS) job scheduling. his tpaper, a Shortest-Service-
Demand (SSD) scheduling strategy is also used becduis expected to reduce
performance loss due to blocking. This strategy feasd to improve performance
significantly [10, 21, 22]. Also in this paper, tperformance of allocation strategies
is measured in terms of usual performance param@tes, 6, 7, 20, 21, 22, 23, 24,
28, 29] such as the average turnaround time anah system utilization. Algorithmic
efficiency is measured in terms of the mean measaléocation overhead that
allocation and deallocation operations take per. jbhe results show that the
performance of the allocation strategies degradésnwthe distribution of job
execution times is heavy-tailed. As a consequesmt@ppropriate scheduling strategy
should be adopted to deal with heavy-tailed exeauimes. Our analysis reveals that
the SSD scheduling strategy exhibits superior pardmce than the FCFS scheduling
strategy in terms of average turnaround time anamsgstem utilization.

The rest of the paper is organised as follows. Tdilewing section contains
relevant preliminaries. Section 3 contains a boiedrview of the allocation strategies
compared in this study. Section 4 contains a boeérview of the scheduling



strategies considered. Simulation results are ptedein Section 5, and Section 6
concludes this paper.

2 Préiminaries

The target system is W x D xH 3D mesh, wher&V is the width of the cubic mesh,
D its depth andH its height. Eachprocessoris denoted by a coordinate
triple(x,y,2), where 0<sx<W, O0<y<D and 0<sz<H [24]. A processor is

connected by bidirectional communication links te heighbour processors. The
following definitions have been adopted from [4].24

Definition 1: A sub-meshS(w,d,h) of width w, depth d, and heighth, where
O<ws<sW, 0<d<D and O<h<H is specified by the coordinatdx, y,z) and
(X,y',Z), where (x,y,z) are the coordinates of the base of the sub-megh an
(X,y',Z) are the coordinates of its end, as shown in Fig. 1

-1-end

Fig. 1. A sub-mesh inside the 3D mesh.

Definition 2: The size o8(w,d,h) is wxdxh.

Definition 3: An allocated sub-mesh is one whosecessors are all allocated to a
parallel job.

Definition 4: A free sub-mesh is one whose proagssa@ all unallocated.

Definition 5: The list of all sub-meshes that argrently allocated to jobs and are
not available for allocation to other jobs is call¢he busy list.

Definition 6: A prohibited region is a region coasing of nhodes that can not be used
as base nodes for the requested sub-mesh.

Definition 7: The Right Border Plane (RBP) of a subsh S(x, y1,2,%5,Y2,2)

with respect to a job](a x Bxy) is defined as the collection of nodes with address
(X2 +1,y',Z') where max(y; —f+10)<y' <y, and max(z; —y+10)<z'<z,. A
RBP of sub-mesB is a plane located just off the right boundary®f



3 ProcessorsAllocation Strategies

Contiguous allocation has been investigated for @am 3D mesh-connected
multicomputers [1, 4, 5, 6, 7, 11, 12, 28, 29]. Thain shortcoming of the very few
existing contiguous allocation strategies for the gesh is that they achieve
complete sub-mesh recognition capability with hajlocation overhead. Below we
describe some of the strategies that have beemgeddor the 3D mesh.

First Fit (FF) and Best Fit (BF)In these two strategies [7], the free sub-meshes
are scanned and FF allocates the first sub-meshsttarge enough to hold the job,
whereas BF allocates the smallest suitable sub-n&stulation results have shown
that these two strategies have comparable perfarenarterms of average turnaround
time and mean scheduling effectiveness; the pedoom of FF is close to that of BF,
therefore we only consider the FF strategy for carispn in this paper. The strategies
FF and BF are not recognition-complete. An allamatiequest is allocatable only if
there is a large enough sub-mesh with the samatatien as the allocation request.
Bit arrays are used for the scanning of availabbe@ssors.

Turning First Fit (TFF) and Turning Best Fit (TBFJThe problem of missing an
existing possible allocation explained above ivastlusing TFF and TBF allocation
strategies [7]. In these two strategies, turnirgahocation request is used to improve
the performance of contiguous FF and BF allocaiinB8D mesh. The TFF and TBF
allocation algorithms support the rotation of tbb jequest. Le{a,b,c) be the width,
depth and height of a sub-mesh allocation requEst. six permutationga,b,c),
(a,c,b), (b,a,c), (b,c,a), (c,ab) and (c,b,a) are, in turn, considered for
allocation using the allocation strategy. If allbea succeeds for any of these
permutations the process stops. For example, asaufree mesh (3, 3, 2) and the job
requests (2, 3, 2) and (3, 2, 1) arrive in thiseord he second job request cannot be
allocated until it is rotated to (1, 3, 2). Simidat results have shown that the TFF
strategy can greatly improve performance in terfnaverage turnaround time and
mean scheduling effectiveness. Changing the otientaf allocation requests can
alleviate external fragmentation. Moreover, the fgrenance of TFF is almost
identical to that of TBF; therefore the TFF stratég considered for comparison in
this paper. In [7], different scheduling strategisach as First-Come-First-Served
(FCFS) and Out-of-Order (OO) have been studied/tadapotential performance loss
due to blocking.

The allocation and deallocation times of the altpons proposed in [7] depend on
the number of processors in the mesh system,The time complexity of the

allocation algorithm is irO(nz) , and the deallocation algorithm has time compjexit
in O(n).
Busy List (BL) and Turning Busy List (TBL) these strategies [20, 23], allocation

is based on maintaining a busy list of allocated-meshes. The list is scanned to
determine all prohibited regions. The prohibitedjioa of job J(axBxy) with

respect to an allocated sub-meSfx;, y;,21,X5,Y5,2,) is defined as the sub-mesh

represented by the addreg§ ', Z, %, Vo, ), wherex’ = maxi-a +1, 0),y’ = max
(yi-8 +1, 0) andz’ = max g-y+1, 0). The sub-meshe®/e+1, 0, 0,W-1, D-1, H-1),



(0, D-p+1, 0,W-1, D-1, H-1), and (0, OH-y+1, W-1, D-1, H-1) are automatically not
available for accommodating the base node of a feeefxy sub-mesh

for J(a x Sx y), whether the nodes in these sub-meshes are freat;ootherwise, the

sub-mesh would grow out of the corresponding meshntary plane (rightmost,
deepest and highest planes) bf(W,D,H). These three sub-meshes are called

automatic prohibited regions af(a x 8% y) and must always be excluded during the
sub-mesh allocation process. A jdi{a x Sx ) is allocatable if there exists at least

one node that does not belong to any of the prtgdbiegions and the three automatic
prohibited regions ofl (ax Bx y) .

All prohibited regions that result from the alloedtsub-meshes are subtracted
from each RBP of the allocated sub-meshes to déterthe nodes that can be used as
base nodes for the required sub-mesh size. Sironlagsults have shown that the
performance of the allocation strategy in [20, &3kt least as good as that of the
existing allocation strategies. Moreover, the mesasured allocation time of these
strategies is much lower than that of the existitrgitegies. The results have also
revealed that the rotation of the job request impsothe performance of the
contiguous allocation strategies.

The allocation and deallocation times of the aldns proposed in [20, 23]
depend on the number of elements in the busy fist,The time complexity of the
allocation algorithms is in O(mz), and the deallocation algorithm has time
complexity in O(m) . These allocation strategies maintain a busyolisin allocated
sub-meshes. Thus, the space complexity of thealtmt algorithms is ifO(m) . This
space requirement is small compared to the imprewerm performance in terms of
allocation overhead, as we will see in the simalatresults. Also, this space
requirement is small compared to the space reqein¢rof FF, BF, TFF and TBF,
which is in O(n) . An array is used for storing the allocation staiéprocessors.

The time and space complexities of the allocatiod deallocation algorithms
considered in this paper are summarized in TablBdtice that the strategies that
depend on a list of allocated sub-meshes for bidtitation and de-allocation can
entail smaller time complexity becausedoes not always depend on the size of the
mesh for both allocation and deallocation. Forgde distributions typically assumed

in simulation studies (e.g., the uniform distrilouti used in [18]), the number of
allocated sub-meshes remains small as the sizeaghésh increases.

Table 1. Time and Space Complexity for Allocation and Deadlimn Algorithms

Allocation : Space
. Deallocat
Algorithm Complexity C%?ngﬁg(;g/n Complexity
TBL/BL o(m?) o(m) o(m)
TFFIFF o) O(n) o)

m : Number of allocated sub-meshes in the busy list.
n: Total number of processors in the mesh.




4 Job Scheduling Strategies

The order in which jobs are scheduled first canehavconsiderable effect on the
performance. In FCFS scheduling strategy, the atioo request that arrived first is
considered for allocation first. Allocation attermgtop when they fail for the current
FIFO queue head, while in SSD scheduling stratdggyjob with the shortest service
demand is scheduled first [10, 21, 22]. Any of thean start execution if its
allocation request can be satisfied. Job schedutiag substantial effect on the
performance of the allocation strategies. In [24], the authors showed that the effect
of the SSD scheduling strategy on the performarfcéh® allocation strategies is
substantially better than that of the FCFS schedudirategy.

The performance of contiguous allocation strateg@spared can be significantly
affected by both a distribution adopted for job @ien times and the scheduling
strategy. To illustrate this, the performance dbadtion strategies in this paper is
evaluated in the context of heavy-tailed job executime under both FCFS and SSD
scheduling strategies. SSD scheduling strategyldhmiadopted to deal with heavy-
tailed job execution times and to avoid potent@&ffprmance loss due to blocking.

5 Simulation Results

Extensive simulation experiments have been cawigdo compare the performance
of the allocation strategies considered in thisegpapvith and without change of
request orientation. Switching request orientatias been used in [5, 7, 20, 23, 28].

We have implemented the allocation and deallocatilgorithms, including the
busy list routines, in the C language, and integgtdhe software into the ProcSimity
simulation tool for processor allocation in higlpigrallel systems [10, 18].

The target mesh is cube with widtd , depthD and heightH . Jobs are assumed
to have exponential inter-arrival times. They acbesluled using First-Come-First-
Served (FCFS) and Shortest-Service-Demand (SSEdsdihg strategies. The FCFS
scheduling strategy is chosen because it is falrigis widely used in other similar
studies [6, 11, 12, 20, 21, 22, 23, 24], while 88D scheduling strategy is used to
avoid potential performance loss due to blocking, [22]. The execution times are
modeled by a Bounded Pareto [13] (exhibiting a etaited property) as follows:

0= algcxsq)
1-(k/q)?

where k and q are the lower and upper limit of job executiondimand a is a

parameter that reflects the variability of job extian time. In the experiments, these

parameters are set tk:i=150, q=42410, anda =10 as suggested in [13].
Uniform distribution is used to generate the widtlepth and height of job

requests. The uniform distribution is used over thiege from 1 to the mesh side
length, where the width, depth and height of thé jequests are generated



independently. This distribution has often beenduisethe literature [1, 4, 6, 7, 11,
12, 20, 21, 22, 23, 24, 28, 29]. Each simulation konsists of one thousand
completed jobs. Simulation results are averaged eneugh independent runs so that
the confidence level is 95% that relative erroes laelow 5% of the means. The main
performance parameters observed are the averagardund time of jobs, mean
system utilization and average allocation overhd@de: turnaround time is the time
that a parallel job spends in the mesh from arriwadeparture. The utilization is the
percentage of processors that are utilized ovee.tifihe allocation overhead is the
time that the allocation algorithm takes for allbtea and deallocation operations per
job. The independent variable in the simulatiothis system load. The system load is
defined as the inverse of the mean inter-arrivaétof jobs.

The notation <allocation strategy>(<schedulingtsfyg>) is used to represent the
strategies in the performance figures. For exampBd,(SSD) refers to the Turning
Busy List allocation strategy under the schedutitrgtegy Shortest-Service-Demand.

Figure 2 depicts the average turnaround time ofathecation strategies (TBL,
TFF, BL, and FF) for the heavy-tailed and exporanib execution times under
FCFS scheduling strategy. The simulation resultshia figure are presented for a
heavy system load. It can be seen in this figua¢ tte performance of the allocation
strategies degrades when the distribution of jofcetion times is heavy-tailed. For
example, the average turnaround time of TBL(FCH&®)eu exponential job execution
time is 49% of the average turnaround time of TBLES) under heavy-tailed job
execution time, therefore, the SSD strategy shdedadopted to deal with heavy-
tailed job execution times as it avoids performaiess due FCFS blocking.
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Fig. 2. Average turnaround time in BL, FF, TBL, and TFF unttex exponential and
heavy-tailed job execution times with FCFS schedudittategy in an 8 x 8 x 8 mesh.

In Figure 3, the average turnaround time of jobglddted against the system load
for both scheduling strategies considered in thizep. It can be seen in the figure that
the strategies with rotation under SSD strategy L(B®BD) and TFF(SSD)) have
almost identical performance, and that they aresapto all other strategies. They
are followed, in order, by the strategies BL(SSHF(SSD), TBL(FCFS),
TFF(FCFS), BL(FCFS), and FF(FCFS). When compared TB®L(SSD) and
TFF(SSD), BL(SSD) increases the average turnarounmes by about 31% and 57%
for the loads 0.025 and 0.105 jobs/time unit, retipely. It can also be seen in the
figure that the average turnaround times of thategies that depend on the busy list
is very close to that of the strategies that depmmdhe number of processors in the
mesh system. For example, the average turnaroomeddf TBL(SSD) is very close to



that of TFF(SSD). However, the time complexity bé tstrategies that depend on the
busy list (TBL and BL) is i|®(m2) [20, 23], whereas it is irO(nz) for the other

strategies (TFF and FF) [7]. The time complexityT®L and BL does not grow with
the size of the mesh as in TFF and FF. It can bisseen in the figure that the
average turnaround time of the strategies withtimtas substantially superior to the
strategies without rotation because it is highkely that a suitable contiguous sub-
mesh is available for allocation to a job when esgjurotation is allowed. It can also
be noticed in the figure that the SSD strategy ixlmbetter than the FCFS strategy.
This finding demonstrates that the scheduling alhocation strategies both have
substantial effect on the performance of allocasivategies in the 3D mesh.

In Figure 4, the mean system utilization of theoadltion strategies is plotted
against the system loads for the two schedulirefesiies considered in this paper. In
this figure, TBL(SSD) and TFF(SSD) again have alimdentical performance, and
they are slightly superior to the other strategi@Atso, these results show that
switching request orientation improves performaswigstantially. This is indicated by
the largely superior mean system utilization of #dieategies that can switch the
orientation of allocation requests (TBL(SSD), TBOFS), TFF(SSD), and
TFF(FCFS)) when they are compared to the strategi#sout rotation (BL(SSD),
BL(FCFS), FF(SSD), FF(FCFS)). Moreover, the cortigaiallocation strategies with
rotation under SSD scheduling strategy achieveesyattilization of 52%, but the
contiguous allocation strategies without rotati@n mot exceed 42%. Also, higher
system utilization is achievable under heavy ldagisause the waiting queue is filled
very early, allowing each allocation strategy taateits upper limits of utilization.
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Fig. 3. Average turnaround time vs. system load in BL, FBL,Tand TFF under the
FCFS and SSD scheduling strategies in an 8 x 8 gashm
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scheduling strategies in an 8 x 8 x 8 mesh.



In Figure 5, the average number of allocated subhe® (n) in TBL is plotted
against the system load for different mesh sizeleuboth FCFS and SSD scheduling
strategies. It can be seen in the figure that tWerame number of allocated sub-
meshes fn) is much lower than the number of processors énntiesh systemn(). It
can also be seen in the figure that for larger nsizds, the results show that does
not grow with n. It can also be noticed in the figure that therage number of
allocated sub-meshes under SSD is higher thanutigdr FCFS. In SSD, the job with
the shortest service demand is scheduled first, nmgathat allocation and
deallocation operations are more numerous resuitimgore allocated sub-meshes in
the busy list.
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Fig. 5. Average number of allocated sub-meshis)(in TBL under the FCFS and SSD
scheduling strategies in 8 x 8 x 8 mesh, 10 x 10,5and 12 x 12 x 12 mesh.

Figures 6 and 7 show the average allocation andlodation time (allocation
overhead) for the allocation strategies againsjdherrival rate in an 8 x 8 x 8 mesh
under the two scheduling strategies FCFS and SS®.oWéerve that the strategies
that depend on the busy list (TBL, BL) take muchaBer allocation overhead than
the strategies that depend on the number of proceés the mesh system (TFF, FF)
under both FCFS and SSD scheduling strategiesigard-6, for example, the time
needed to carry out the allocation and deallocatigerations of TBL(FCFS) strategy
is 9% of the time taken by these operations in HEHS) strategy under the arrival
rate 0.075 jobs/time unit. It can also be seerhenftgures that the time needed for
both allocation and deallocation for the strategigih rotation is higher than that of
the strategies without rotation because in the inaase, the allocation process for the
strategies with rotation, is repeated for all polgspermutations (six permutations) of
the job request while this process is repeated onby time for the other strategies.
Moreover, it can be seen in the figures that tffifeidince in allocation time gets much
more significant as the system load increases. ,Tihesstrategies which depend on
the busy list for both allocation and deallocato@m be said to be more effective than
the strategies that depend on the number of proressthe mesh system.

6 Conclusion and Future Directions

We have compared the performance of contiguousegemr allocation strategies
proposed for 3D mesh connected multicomputer faice range of system load and



system sizes when the distribution of job executtomes is heavy-tailed (e.g.
Bounded Pareto distribution). These allocation tsgi@s cover a wide range of
choices, including traditional First Fit (FF), Tumg First Fit (TFF), Busy List (BL)
approach that maintains a list of allocated subheesto determine the regions
consisting of nodes that cannot be used as basesrodthe requested sub-meshes,
and Turning Bust List strategy (TBL), that attemfzismaintain a good performance
in terms of utilization, turnaround time, and alition overhead.

In this study, the allocation overhead (i.e., aliien and deallocation time) is
taken into account. A new scheduling strategiesD{Si¥as been used to deal with
heavy-tailed job execution times to avoid perforogross due to blocking that
results from largest jobs.

Simulation results have shown that the TBL(SSDgtetyy is superior overall to all
other strategies. It is as effective as the bestpstitor TFF(SSD) strategy, yet it is
substantially more efficient. Moreover, the reshlégye shown that the performance of
the allocation strategies that depend on the nurobedlocated sub-meshes in the
busy list (TBL and BL) is at least as good as tblthe allocation strategies that
depend on the number of processors in the mestersy#st terms of average
turnaround time and mean system utilization. Thsulte have also shown that, the
average allocation and deallocation time of thateties that depend on the bust list
(TBL and BL) is much lower than that of the oth&ategies that depend on, for both
allocation and deallocation, the number of procesgo the mesh system (TFF and
FF). The results have also revealed that the ootatf the job request can greatly
improve the performance of the contiguous allocatgirategies. Moreover, the
simulation results have shown that the effectshef $SD scheduling strategy on the
performance of the allocation strategies is sulbistiiyn better than that of the FCFS
scheduling strategy in terms of performance pararsetsed in this study.

The busy list strategies (TBL and BL) can be edintibecause it is implemented
using a busy list approach. This approach can pea&d to be efficient in practice
because job sizes typically grow with the sizehaf mesh. The length of the busy list
can be expected to be small, even when the siteeahesh scales up.

As a continuation of this research in the future,would be interesting to
implement the allocation strategies based on realkldvad traces from different
parallel machines and compare it with our resuiteimed by means of simulations.
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Fig. 6. Average allocation and deallocation times in TBId &FF under the FCFS and
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