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Abstract. It is commonly accepted that coordination is a key characteristic of 
multi-agent systems and that, in turn, the capability of coordinating with others 
constitutes a centrepiece of agenthood. However, the key elements of coordina-
tion models, mechanisms, and languages for multi-agent systems are still sub-
ject to considerable debate. This paper provides a brief overview of different 
approaches to coordination in multi-agent systems. It will then show how these 
approaches relate to current efforts working towards a paradigm for smart, next-
generation distributed systems, where coordination is based on the concept of 
agreement between computational agents. 

1   Introduction 

Most current transactions and interactions at business level, but also at leisure level, 
are mediated by computers and computer networks. From email, over social net-
works, to virtual worlds, the way people work and enjoy their free time has changed 
dramatically in less than a generation time. This change has made that IT research and 
development focuses on aspects like new Human-Computer Interfaces or enhanced 
routing and network management tools. However, the biggest impact has been on the 
way applications are thought and developed. These applications require components 
to which more and more complex tasks can be delegated, components that show 
higher levels of intelligence, components that are capable of sophisticated ways of 
interacting, as they are massively distributed, sometimes embedded in all sort of ap-
pliances and sensors.  In order to allow for an efficient design and implementation of 
systems of these characteristics, it is necessary to effectively enable, structure, and 
regulate their communications in different contexts.  

Such an enterprise raises a number of technological challenges. Firstly, the open 
distributed nature of such systems adds to the heterogeneity of its components. The 
system structure may evolve at runtime, as new nodes may appear or disappear at 
will. There is also a need for on-the-fly alignment of certain concepts that interactions 
relate to, as the basic ontological conventions in such systems will be very limited. 
The dynamicity of the environment calls for a continuous adaptation of the structures 
that regulate the components’ interactions, so as to achieve and sustain desired func-
tional properties. But also non-functional issues related to scalability, security, and 
usability need to be taken into account. When designing mechanisms that address 
these challenges, the notion of autonomy becomes central: components may show 
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complex patterns of activity aligned with the different goals of their designers, while 
it is usually impossible to directly influence their behaviour from the outside. 

Coordination in multi-agent system (MAS) aims at harmonising the interactions of 
multiple autonomous components or agents. Therefore, it appears promising to review 
different conceptual frameworks for MAS coordination, and to analyse the potential 
and limitations of the work done in that field with regard to some of the aforemen-
tioned challenges. 

This paper is organised as follows. Section 2 provides brief overview of coordina-
tion in MAS. Section 3 proposes the notion of agreement as a centrepiece of an inte-
grated approach to coordination in open distributed systems, and outlines some  
research topics related to the vision of a technology of agreement. Some conclusions 
are drawn in Section 4. 

2   Coordination in Multi-Agent Systems 

Maybe the most widely accepted conceptualisation of coordination in the MAS field 
originates from Organisational Science. It defines coordination the management of 
dependencies between organisational activities [21]. One of the many workflows in 
an organisation, for instance, may involve a secretary writing a letter, an official sign-
ing it, and another employee sending it to its final destination. The interrelation 
among these activities is modelled as a producer/consumer dependency, which can be 
managed by inserting additional notification and transportation actions into the  
workflow. 

It is straightforward to generalise this approach to coordination problems in multi-
agent systems.  The subjects whose activities need to be coordinated are the agents, 
while the entities between which dependencies are usually goals, actions or  plans. 
Depending on the characteristics of the MAS environment, a taxonomy of dependen-
cies can be established, and a set of potential coordination actions assigned to each of 
them (e.g.[36], [26]). Within this model, the process of coordination is to accomplish 
two major tasks: first, a detection of dependencies needs to be performed, and second, 
a decision respecting which coordination action to apply must be taken. A coordina-
tion mechanism shapes the way that agents perform these tasks [24]. 

The result of coordination, and its quality, is conceived differently at different  
levels of granularity. Understanding coordination as a way of adapting to the envi-
ronment [36] is quite well suited to address this question from a micro-level  
(agent-centric) perspective. This is particularly true for multi-agent settings. If new 
acquaintances enter an agent’s environment, coordination amounts to re-assessing its 
former goals, plans and actions, so as to account for the new (potential) dependencies 
between itself and other agents. If a STRIPS-like planning agent, for instance, is put 
into a multi-agent environment, it will definitely have to accommodate its individual 
plans to the new dependencies between its own prospective actions and potential 
actions of others, trying to exploit possible synergies (others may free certain relevant 
blocks for it), and avoiding harmful dependencies (making sure that others do not 
unstack intentionally constructed stacks etc). At this level, the result of coordination, 
the agent’s adapted individual plan, is the better the closer it takes the agent to the 
achievement of its goals in the multi-agent environment. 
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From a macro-level (MAS-centric) perspective, the outcome of coordination can be 
conceived a “global” plan (or decision, action etc.). This may be a “joint plan” [29] if 
the agents reach an explicit agreement on it during the coordination process, or just 
the sum of the agents' individual plans (or decisions, actions etc. − sometimes called 
“multi-plan” [27]) as perceived by an external observer. Roughly speaking, the qual-
ity of the outcome of coordination at the macro-level can be evaluated with respect to 
the agents’ joint goals or the desired functionality of the MAS as a whole.  If no such 
notion can be ascribed to the MAS, other, more basic features can be used instead. A 
good result of coordination, for instance, often relates to efficiency, which frequently 
comes down to the notion of Pareto-optimality. The amount of resources necessary 
for coordination (e.g. the number of messages necessary) is also sometimes used as a 
measure of efficiency. 

The dependency model of coordination appears to be particularly well suited to 
represent relevant features of a coordination problem in MAS. The TAEMS frame-
work [11], for instance, has been used to model coordination requirements in a variety 
of interesting MAS domains. It is also useful to rationalise observed coordination 
behaviour in line with a knowledge-level perspective [22]. Still, dependency detection 
may come to be a rather knowledge intensive task, which is further complicated by 
incomplete and potentially inconsistent local views of the agents. Moreover, making 
timely decisions that lead to efficient coordination actions is also everything but triv-
ial.  The problem becomes even more difficult when agents pursuing partially con-
flicting goals come into play [26].  In all but the simplest MAS, the instrumentation of 
these tasks gives rise to complex patterns of interactions among agents.  

From a design perspective, coordination is probably best conceived as the effort of 
governing the space of interaction [6] of a MAS, as the basic challenge amounts to 
how to make agents converge on interaction patterns that adequately (i.e. instrumen-
tally with respect to desired MAS features) solve the dependency detection and deci-
sion tasks. A variety of approaches that tackle this problem can be found in the  
literature, shaping the interaction space either directly, by making assumptions on agent 
behaviours and/or knowledge, or indirectly, by modifying the context of the agents in 
the MAS environment. The applicability of these mechanisms depends largely on the 
number and type of assumptions that one may make regarding the possibility of ma-
nipulating agent programs, agent populations, or the agents’ environment. This, in turn, 
is dependent on the characteristics of the coordination problem at hand. 

The RICA-J framework [31], for instance, provides an ontology of interaction 
types, together with their associated protocols. Agents can freely choose to play or 
abandon certain roles within an interaction but, when using the framework, an agent 
programmer is limited to using protocol compliant actions.  

Governing coordination infrastructures make a clear separation between the ena-
bling services that they provide (e.g. communication channel or blackboard-based 
communication primitives) and the governing aspects of interaction, which are usu-
ally described within a declarative language (e.g. programmable tuple spaces) [25]. 
The access regulations for the elements of the MAS environment (resources, services, 
etc) expressed in such a language are sometimes called environment laws [30]. 

Electronic Institutions (EI) [23] use organisational abstractions to shape the interac-
tions of the agents participating in them. Agents play different roles in the (sub-) proto-
cols that, together with additional rules of behaviour, determine the legal sequences of 
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illocutions that may arise within a particular instance of a scene. Scenes, in turn, are 
interconnected and synchronised by means of transitions within a performative struc-
ture. Norms, as additional institutional abstractions, express further behaviour restric-
tions for agents. In the EI framework, agents can only interact with each other through 
specific institutional agents, called governors [13], which assure that all behaviour 
complies with the norms and that it obeys the performative structure. So, different 
from the aforementioned approaches, the governing or regulating responsibility is 
transferred from the infrastructure to specialized middle agents. 

From the point of view of an individual agent, the problem of coordination essen-
tially boils down to finding the sequence of actions that, given the regulations within 
the system (or, if possible in a certain environment, the expected cost of transgressing 
them), best achieves its goals. In practice, this implies a series of non-trivial problems. 
Models of coalition formation determine when and with whom to form a team for the 
achievement of some common (sub-) goal, and how to distribute the benefits of syn-
ergies that arise from this cooperation [32]. Distributed planning approaches [12] may 
determine how to (re-)distribute tasks among team members and how to integrate 
results. From an individual agent’s perspective, the level of trustworthiness of others 
is central to almost every stage of these processes, so as to determine whether other 
agents are likely to honour the commitments that have been generated [33]. 

An appealing way to tackle both the system-level and the agent-level requirements 
is to take an organisation-oriented tack towards the problem of MAS coordination. 
Organisational models underlying approaches such as Agent-Group-Role [14], 
MOISE [18], EI [23], or RICA [31] provide a rich set of concepts to specify and 
structure mechanisms that govern agent interactions through the corresponding  
infrastructures or middleware. But they can also facilitate the agents’ local decision-
making tasks. For instance, role and interaction taxonomies can be used to find suit-
able interactions partners, by providing additional information regarding the usability 
of services in a certain interaction context [15]. Structural information about roles can 
also be used for the bootstrapping of reputation mechanism, when only very limited 
information about past interactions is available in the system [5]. Role hierarchies, 
and other types of structural information, can also be extended on-the-fly to improve 
system performance [17]. In general, the fact that organisational structures may dy-
namically evolve, shifts the attention from their traditional use as a design-time coor-
dination mechanism for mainly closed distributed problem-solving systems, to an 
adaptive run-time coordination mechanism also applicable to open MAS [24].  

3   Towards a Technology of Agreement 

The previous section has given a brief overview of work on coordination mechanisms 
that has been carried in the MAS field. Even though an attempt has been made to 
structure and present it in some coherent manner, the reader will have noticed that 
several quite different approaches and mechanisms coexist under the “umbrella” of 
the term coordination. Not all of them are relevant to the challenges for the design  
of open distributed systems outlined in the introduction. For instance, the whole set of 
coupled coordination mechanisms [35] are effectively useless for the purpose of this 
paper, as they require having a direct influence on the agent programs. On the other 
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hand, the problem of semantic interoperability is usually outside the scope of MAS 
coordination models and languages.  

The notion of agreement among computational agents appears to be better suited as 
the fundamental notion for the proposal outlined in this paper. Until recently, the 
concept of agreement was a domain of study mainly for philosophers, sociologists and 
was only applicable to human societies. In recent years, the growth of disciplines such 
as social psychology, socio-biology, social neuroscience, together with the spectacu-
lar emergence of the information society technologies, have changed this situation. 
Presently, agreement and all the processes and mechanisms implicated in reaching 
agreements between different kinds of agents are a subject of research and analysis 
also from technology-oriented perspectives.  

The process of agreement-based coordination can be designed based on two main 
elements:   

(1) a normative context, that determines the rules of the game, i.e. interaction patterns 
and additional restrictions on agent behaviour; and 

(2) a call-by-agreement interaction method, where an agreement for action between 
the agents that respects the normative context is established first; then actual  
enactment of the action is requested. 

The techniques based on organizational structures discussed in the previous section 
will be useful to specify and design such systems. In addition, semantic alignment, 
norms, argumentation and negotiation, as well as trust and reputation mechanisms 
will be in the “agreement technology sandbox”.  

Semantic technologies constitute a centrepiece of the approach as semantic prob-
lems pervade all the others. Solutions to semantic mismatches and alignment of on-
tologies [4] are needed to have a common understanding of norms or of deals, just to 
put two examples. The use of semantics-based approaches to service discovery and 
composition will allow exploring the space of possible interactions and, consequently, 
shaping the set of possible agreements [15].  

At system-level, norms are needed to determine constraints that the agreements, 
and the processes to reach them, have to satisfy. Reasoning about a system’s norms is 
necessary at design-time to assure that the system has adequate properties, but it may 
also be necessary at run-time, as complex systems usually need dynamic regulations 
[16]. Organisational structures further restrict the way agreements are reached by 
fixing the social structure of the agents: the capabilities of their roles and the relation-
ships among them (e.g. power, authority) [3].  

Moving further towards the agent-level, negotiation methods are essential to make 
agents reach agreements that respect the constraints imposed by norms and organisa-
tions. These methods need to be complemented by an argumentation-based approach: 
by exchanging arguments, the agents’ mental states may evolve and, consequently, 
the status of offers may change [2] [7]. Finally, agents will need to use trust mecha-
nisms that summarise the history of agreements and subsequent agreement executions 
in order to build long-term relationships between the agents. Trust is the technology 
that complements traditional security mechanisms by relying on social mechanisms 
that interpret the behaviour of agents [34]. 

One may conceive the aforementioned topics in a “tower structure”, with semantic 
technologies at the bottom layer and trust mechanisms at the top, where each level pro-
vides functionality to the levels above [1]. Notice, however, that there is also a certain 
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feedback from higher to lower layers as, for instance, reputation mechanisms may influ-
ence organisational structures such as role and interaction hierarchies [17]; and this 
information can as well be used for semantic alignment [4] and discovery [15].   

4   Discussion 

This paper has presented an overview of different approaches to coordination in the 
MAS field. It has been argued that the notion of agreement is essential to instil coordi-
nation in open distributed systems. Some existing technologies from the field of MAS 
coordination can be applied to this respect, but others − and in particular semantic tech-
nologies − need to be added. Several research efforts are currently ongoing that may 
contribute to the development of a “technology of agreement” in one or another way. 
The attempt to harmonise these efforts, which is currently being carried out at European 
level, promotes the emergence of a new paradigm for next generation distributed sys-
tems based on the notion of agreement between computational agents [9]. 
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