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Abstract. There are significant differences between older and younger
adults in terms of risk perception and risk behaviors offline. The previ-
ously unexplored existence of this dissimilitude online is the motivation
for our work. What are the risk perceptions of older adults? How are
these correlated with the classic dimensions of risk perception offline?
Can we leverage episodic memory, particularly relevant for older adults,
to increase the efficacy of risk communication? We conduct a survey
based experiment with two groups: video (n=136) and text (113). We
find that leveraging episodic memory using video risk communication can
improve the ability of elders to avoid phishing attacks and downloading
malware. The applicability of the dimensions of risk were different based
not only the risk but also the mode of risk communication.
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1 Introduction

Emerging digital technologies are typically neither designed by or for older
adults, increasing older adults’ susceptibility to privacy violations. Older adults
tend to be less experienced with technology than younger adults. With certain
privacy risks, such as phishing, there is a tangible financial cost to the victims,
their families and service providers. Older adults are the fastest growing demo-
graphic in United States [13] and they own a disproportional amount of financial
assets [10]. They are also more susceptible to financial fraud offline [4], a vulner-
ability that may transfer online as well. Along with the rest of the population,
older adults are being encouraged to use digital technologies to conduct financial
transactions - technologies with which they are often unfamiliar. For example,
from 2011, the United States Internal Revenue Services (IRS) will no longer mail
tax forms to every household, encouraging online filing instead. For those who
wish to file their taxes with paper forms, the forms would be available at local
post offices. However older adults often have less mobility than young adults,
and may not find the post office accessible. In addition, tax returns filed online
are processed faster, further encouraging taxpayers to do so. However, online
forms are unfamiliar to many, especially older adults. Thus, when an older adult
receives a phishing email claiming to be from the IRS that requests them to click
on a link to resolve discrepancies with their tax filing, they are likely to believe
there has been a legitimate problem and will follow the link. Much has been said



about younger adults, their use of social media, and their disregard for privacy.
But older adults may (or may not) be very different in their privacy preferences
[31] and in fact may be more likely to engage in risky behavior [51].

There have been two approaches to inform privacy decisions in end users:
education [42] and risk communication [2]. Education is a long-term effort that
targets risk comprehension and therefore attitudes. Older adults, however, have
limited cognitive plasticity, affecting their ability and desire to understand the
mechanics of privacy risks such as phishing. Since the goal is to inform behaviors,
risk communication might be more pertinent. Thus, we examine the construction
of perceived risk online for older adults. Research in risk communication for
privacy risks is typically conducted with college undergraduates. Designing for
older adults may have additional constraints [23] that arise from limitations on
information retention and retrieval [46].

We compare textual and video risk communication. Both media types are
built using physical mental models, based on previous research [6, 25]. We begin
the description of our work by placing it in the historical context of risk percep-
tion, and classic developments in risk communication in Section 2. Building on
that context, we detail our methodology in Section 3. We present the results in
Section 4. After discussing the results in Section 5, we conclude in Section 6.

2 Background & Related Work

The post World War II school of thought, regarding privacy was that of confiden-
tiality, engendered from the privacy needs of the Cold War [39]. Thus, privacy
was treated as an extension of security and privacy solutions were mostly techni-
cal, e.g. encryption. Information sharing can, however, be beneficial when it, for
example, improves market inefficiencies [40]. That individuals share information
does not imply a lack of concern for privacy. It merely emphasizes the limitations
of privacy as confidentiality [28].

Privacy then becomes not just the ability to hide information, but also the
ability to control information sharing. To that end there have been both techni-
cal solutions like Tor, as well as policy solutions like Do Not Track. Unfortunately,
privacy solutions are often limited by their usability [50]. For example, deploy-
ing a Tor client requires a certain level of technical competence [18], which may
hinder adoption [20]. This might be particularly critical for older adults who are
less technically versed. At the same time, usability evaluations are usually done
with younger adults, typically college undergraduates.

Previous risk studies have focused on the usability of privacy-enhancing tech-
nologies [14, 45, 19]. Here we focus of purposeful and accidental information-
sharing, using phishing and malware respectively. Specifically we examine down-
loaded malware instead of drive-by malware because downloading requires user
action. The goal is not to educate users so that they understand the underlying
technical risks but rather to give them the skill set necessary to avoid the risk.

Privacy solutions, even when usable, are frequently not adopted [3]. Even
privacy protections that require no technological expertise are not adopted. A



recent example of this is the Do Not Track initiative. In terms of usability, all
it requires is a click of a button to indicate that the user does not desire to be
tracked. Despite the simplicity of it’s design, figures indicate that less than 2%
of Firefox users opt in [8]. At the same time, survey reports indicate that users
are uncomfortable being tracked online. This disconnect between attitudes and
behaviors, termed “the privacy paradox” [37], is also encountered offline and
should not be surprising [43]. One explanation is our failure to contextualize
privacy solutions appropriately [36]. The risk of information sharing is most
salient during survey-based elicitation of attitudes. However, in context it would
be the benefits of information sharing that are most easily available.

Bonneau et al. argue that it is rational for online service providers to hide
the “privacy control interface and privacy policy to maximize sign-up numbers
and encourage data sharing from the pragmatic majority of users” [11]. Thus,
it is not a lack of user concern for privacy, rather a lack of clear signals that
makes privacy solutions impotent [15]. The paradigm of rationality fails system-
atically and predictably for both security [41, 26] and privacy decisions [3]. Our
research seeks to address the deeper problem that privacy solutions are limited
due to the designers’ assumptions about a rational end-user by providing guid-
ance on the systematic, potentially predictable, patterns of irrationality. How
does rationality fail? And how can such failures be predicted by building on
the foundations built by researchers focusing on offline risks? Ideally, privacy
risks would be evaluated as the product of probability of occurrence and the
magnitude of implications [9]. However, privacy risk decisions are often acted
upon by external factors, e.g. control [12]. Brandimarte et al. noted that partic-
ipants were more willing to share information when they had control over the
publication of information, even though they had no control over access to that
information or third party use. Thus, perceived control alleviates aversion to
risk. Privacy decisions are then subjective, with end-users balancing perceived
risk with perceived benefit. Fischhoff et al. [22] developed the canonical nine-
dimensional model of perceived risk. This model has been used extensively to
study perceived risk offline for a diverse set of risks, e.g. health risks [32] and en-
vironmental risks [24]. It has been used online to examine insider threats [21] as
well as security risks [25]. The nine dimensions consist of voluntary, immediacy,
knowledge to exposed, knowledge to expert, control, newness, common-dread,
chronic-catastrophic, and severity. These have the potential to impact privacy
decisions as well. Information sharing on social networks is done voluntarily,
implying control and alleviating perceived risk. However, behavioral advertising
raises privacy concerns as information is being involuntarily revealed [38]. The
benefits of information sharing are immediate, while the consequences of privacy
violations may appear delayed [1]. Thus, regrets about privacy risks might ap-
pear later [49]. Privacy risks are often not known to the end-user. Even when
they are known, end-users may put too much value in expert opinion. Increased
trust in expert systems can increase risky behavior. For example, drivers with
ABS-enabled cars drive closer to other vehicles [33]. Similarly, perceptions of
control can increase risky behavior [12]. Online privacy risks are newer than



those offline. For example, information aggregation reveals information about
end-users that would not be as easily accessible by individual bits of data. Hu-
mans understand averages better than aggregates [48]. When an end-user shares
a single piece of information on Facebook, Google Plus, and Linked In, they eval-
uate it as one piece of information being shared on average, rather than as three
pieces of information being shared. It would be even more difficult for end-users
to account for a fourth piece of information being revealed as a result of the first
three pieces being combined.

Common risks are dreaded less than rarely encountered risks. For example,
terrorism appears more threatening than E. coli, despite the far higher death
rates for the latter. Likewise, privacy risks are commonly encountered and thus
may appear less threatening. Perceived risk is also directly proportional to the
number of people at risk. Severity of risk consequences is also directly correlated
with perceptions. Thus, decisions concerning risk are not strictly rational.

Risk decisions can be improved by a soft paternalistic nudge [2]. Nudging
must impinge both the intuitive as well as the rational decision processes [44].
The effectiveness of intuitive systems is based on the decision system’s ability to
recognize risk [34]. Individuals respond irrationally to online risks in a manner
analogous to offline risks. Ability to identify risk online is driven by the mental
models that are used for representation [16]. Accessible mental models would
make it easier for end-users to associate online risk with offline risks that they
would be more familiar. When encountering an unfamiliar risk, individuals will
be guided by their perceptions, not by the calculus of risk [17].

Previous work argued that security experts use five mental models: physical,
criminal, warfare, medical, economic. End-users find physical mental models
to be most accessible [6, 25]. Thus, grounding risk communication designs in
physical mental models would make user intuitions more informed.

Simultaneously, the effectiveness of a rule-based system is driven by its abil-
ity to extract the relevant information. The design of risk communication must
then address information coding, storage, and retrieval. This is especially rel-
evant for older adults who may have less cognitive plasticity compared to the
younger adults [52]. The impact of aging on memory is severe [5], with retrieval
becoming more difficult as older adults increasingly experience irrelevant intru-
sions (i.e. interruptions, unrelated information, or background noise) [29]. One
approach to address bounds on cognition is by the use of richer media [30].
Videos, for example, are stored in the episodic memory [47] rather than seman-
tic [35] as coding is based in context rather than content [46]. Previous research
indicates that richer media can facilitate cognition [7], targeting episodic mem-
ory [47] rather than semantic [35]. Simultaneously, the use of appropriate mental
models can make risk information more accessible [16]. Traditional online risk
communication, however, uses text. Thus, there is a need explore video-based
risk communication designs that privacy risks for older adults.

In this paper we present the design of narrative driven risk communication
videos grounded in physical mental models. We present the evaluation of these
videos by comparing them to traditional text based risk communication. We



have designed these videos for older adults, thus our participant pool consists of
adults older than 65 years of age. We examine the differences in perceived risk
as experienced through different risk communication media. In the next section
we present our methodology.

3 Methodology

We used an expressed preferences methodology to evaluate the difference be-
tween text and video based risk communication for phishing and malware risks.
We conducted a survey-based experiment with two groups. Group 1, referred
to as the video group, saw the risk information as a physical mental models
based narrative presented in a video. Group 2, referred to as the text group
read the risk information in a text form. Participants were randomly assigned
to each group. Participant risk was minimized by following the ethics guidelines,
for expedited studies, from Internal Review Board (IRB).

Participant recruitment and survey deployment was conducted by Knowledge
Networks. Knowledge Network provides access to a representative sample of
the U.S. population. They cover both online and offline populations, listed and
unlisted phone numbers, households with or without phones as well as households
with only cellular phones. Sampling frame is constructed using address based
sampling (ABS) and random digit dialing (RDD). This is similar to methodology
used by CDC for national immunization surveys. Participants are chosen at
random from the sampling frame. Eligibility criteria is applied, i.e. participants
need to be over 65. Over-sampling and under-sampling concerns are addressed
by the use of post stratification weights. Despite a rigorous methodology there
are always limitations. For example, even with ABS and RDD combined the
sampling frame is constructed from 98% of the US population. However, the
results can be considered to be reasonably generalizable.

Participants began by providing the consent to participate according to IRB
guidelines. Participants provided demographic information: age, frequency of
Internet use, frequency of cellphone use, as well as whether the participants lived
alone or with other people. Participants were then shown text based or video
based risk communication respectively. For each group half the participants rated
their attitude towards the risk, i.e. which did they consider higher, the risk of
responding or that of not responding. For example, for phishing emails the risk
of responding would imply clicking on a link and providing personal information.
The other half predicted their behavior in response to being exposed to the risk,
i.e. are they more likely to respond (or not)?

Risk Communication Design: Participants were communicated the risk
of phishing and malware. These risks were chosen due to their implications for
identity theft, which could result in personal financial loss. This loss is more
detrimental to older adults, as their ability to replace lost income is limited. The
risk information was presented in text form to a subset of the participants, text
group, and in video form to the rest, video group. Here we will discuss the design
of both the text and video based risk communication. Due to space limitation



we will discuss only phishing. A detailed discussion of the design process can be
found in [27].

In order to minimize psychological risks, such as anxiety, we created a false
persona of an older adult: Mr. Cullen. Participants were told that Mr. Cullen is
a retired older adult who had just received an email. Then the participants were
presented with a canonical phishing email:

Dear Mr. Cullen,
We are from the IRS and we are writing regarding your retirement funds and
bank accounts. It has come to our attention that there might be some discrep-
ancies with respect to some of the transactions made from your accounts. We
are conducting an investigation into this. We would like to get some information
from you. Please click on the link at the bottom of the e-mail and answer a few
questions. Please make sure that you have your bank account number, password,
and your social security number as you may be asked about them.
www.IRS.com
Regards IRS

The participants were then informed that Mr. Cullen clicked on the associated
link and provided the relevant information.

To present this information in the video form, we first identified the key char-
acteristics of phishing from the above email. First, phishing emails appear legit-
imate. Secondly, they try to scare the recipient. Finally, they ask for the email
recipient’s financial information. Based on these characteristics we developed a
mental models based narrative grounded in a physical analogy. This narrative
was later developed into a video. For consistency, the victim in the video was
also an older adult. The attacker had to be a legitimate financial entity. Again
for consistency we chose an IRS agent, or rather an attacker pretending to be
one. Thus, the agent fashioned credentials that appeared authentic. The agent
contacted the older adult at home and informed him that he was under investi-
gation due to financial discrepancies. The agent then asked for the older adult’s
financial information. The older adult, wanting to comply with the investigation,
provided the information and, thus, was phished.

Risk Assessment: Text based risk communication would impinge perceived
risk differently from risk videos1. Half the participants identified whether they
felt the risk of responding to the risk was higher than not responding. The re-
maining participants predicted their behavior, i.e. if they would respond to the
risk or not respond. Participants rated the perceived benefit of responding to
the risk on a seven point Likert scale (1=Not beneficial; 7=Highly beneficial).
Participants also rated the perceived risk of responding on seven point Likert
scale (1=Not risky; 7=Highly risky).

Risk of responding was also evaluated on a nine dimensions of perceived risk
identified by Fischhoff et al. [22]. Since its inception in 1978, this model has
been used extensively to study risks in a diversity of domains including health

1 Phishing Video: http://www.youtube.com/watch?v=4ZQ9pFTCdy4
Malware Video: http://www.youtube.com/watch?v=6zHJoZqrCB0



and environmental risks. Participants were asked to rate the perceived risk of
responding to phishing and malware risks on each of the nine dimensions. The
rating was on a five point like scale and the dimensions were defined as:

1. Voluntary: To what extent does Mr. Cullen have a choice in being exposed
to this risk? (1=Voluntary; 5=Involuntary)

2. Immediacy: Is the risk from the threat immediate or does it occur at a later
time? (1=Immediate; 5=Delayed)

3. Knowledge to the exposed: How much would a person like Mr. Cullen know
about the implications of this risk? (1=Knows a lot; 5=Knows nothing)

4. Knowledge to the expert: How much would an expert know about the im-
plications of this risk? (1=Knows a lot; 5=Knows nothing)

5. Control: To what extent can you control (or mitigate) the risk? (1=Uncon-
trollable; 5=Controllable)

6. Newness: Is this a new risk resulting from new technologies or is it a new
version of an old risk? (1=Old; 5=New)

7. Common-Dread: Is this risk commonplace or rarely encountered? (1=Com-
mon; 5=Rare)

8. Chronic-catastrophic: Does this risk affect only Mr. Cullen or does it affect
many people? (1=(Mr. Cullen) Individual; 5=(Many People) Global)

9. Severity: In the worst possible outcome, how severe would the consequences
be? (1=Not Severe; 5=Severe)

4 Results

There were a total of 249 participants. There were 113 participants in the text
group and 136 participants in the video group. 49 of the participants lived alone.
26 of those participated in the text group, while 23 participated in the video
group. 199 participants lived with other people. 86 of those participated in the
text group, while 113 participated in the video group. 122 of the participants
were men, 56 of whom were in the text group and 66 in the video group. There
were 127 women participants, of which 57 read the text and 70 saw the video.

The mean time for completing the text survey was 219.3186 minutes, while
that for completing the video survey was 303.6103 minutes. There was no statis-
tically significant difference between the mean time taken by each group, p < .05.
The high values from mean time to complete are due to a handful of participants
taking over 6000 minutes to complete the survey, i.e. several days. Thus, we also
computed the medians.

The median time of completion for the text survey was 21 minutes and that
for the video survey was 30.5 mins. Medians were compared by using Mann-
Whitney or two-sample Wilcoxon test. This non-parametric test makes two as-
sumptions: (1) the distribution is continuous, and (2) that the shape of the distri-
bution of both samples is similar. Since time is a continuous variable assumption
one is justified. For the second assumption, both distributions were heavily right
skewed. The lower bound was 0 while the upper bound was less than 6500 min-
utes. On conducting a one sided test, the time to complete was significantly



different between text and video; w=4851.5, p-value=2.762e-07. Participants in
the video group took more time to complete the survey than those in the text
group.

Risk Attitudes: The risk of responding to phishing emails is often underes-
timated. Phishing emails create anxiety in recipients, thereby making the risks of
not responding salient, while appearing to alleviate the risks of responding; e.g.
‘If you do not contact us on the following, your account may be closed’. Thus,
participants were asked if they considered the risk of responding to be greater to
than the risk of not responding to phishing. 62 participants answered this ques-
tion for text while 65 answered this for video. 38 participants in the text group
indicated responding to the email was more risky, while 48 participants indicated
responding to the agent with the information was more risky. Test of proportions
did not indicate a statistically significant difference; p-value= 0.1439.

Similarly, participants were asked if they considered the risk of responding
to be greater to than the risk of not responding to malware. 62 participants an-
swered this question for text while 64 answered this for video. 53 participants in
the text group indicated responding was more risky, while 62 participants in the
video group indicated that responding was risker. One sided test of proportions
was statistically significant, p=0.02565.

Predicted Behavior: Even when the risk of responding is perceived to be
greater, participants may choose to respond, as the implications might, for exam-
ple, appear more controllable [12]. Thus, we asked participants to indicate their
likely action in response to the phishing attack if they had indicated that re-
sponding was riskier than not responding (n=51 for text and n=72 for video). All
text participants said that they would not respond, while 71 video participants
said they would not respond. Test of proportions did not indicate a statistically
significant difference; p-value= 1.

We also asked participants to indicate their likely action in response to the
malware scenario if they had indicated that responding was riskier than not
(n=52 for text and n=72 for video). 49 text participants said they would not
respond, while 69 video participants said they would not respond. Test of pro-
portions was not statistically significant; p-value=0.2858.

Perceived Benefit: Participants rated the benefit of responding to phishing
risk on a seven point Likert scale (1=not beneficial at all; 7=highly beneficial).
The mean benefit for the text group was 1.372881, while that for the video group
was 1.828125. An independent two sample T-test did not indicate statistically
significant difference. Participants rated the benefit of responding to malware
risk on a seven point Likert scale (1=not beneficial at all; 7=highly beneficial).
The mean benefit for the text group was 1.271186, while that for the video group
was 1.281250. An independent two sample T-test did not indicate statistically
significant difference.

Perceived Risk: Participants rated the risk of responding to phishing on a
seven point Likert scale (1=not risky; 7=highly risky). The mean risk for the text
group was 6.814815, while that for the video group was 6.830986. An independent
two sample T-test did not indicate statistically significant difference. Participants



rated the risk of responding to malware on a seven point Likert scale (1=not
risky; 7=highly risky). The mean risk for the text group was 6.018868, while that
for the video group was 6.555556. An independent two sample T-test indicates
statistically significant difference, p=0.002392.

Table 1. Mean Risk Ratings of Fischhoff’s nine dimensions

Phishing Malware

Text vs. Video Text Video p-value Text Video p-value

Voluntary 2.389381 1.992593 0.02683 1.651786 1.955882 0.04183
Immediacy 1.876106 2.318519 0.005024 2.063063 2.977941 8.346e-07
Exposed 3.723214 3.830882 > 0.05 3.732143 4.082707 0.004020
Expert 1.153153 1.110294 > 0.05 1.099099 1.186567 > 0.05
Control 1.783784 2.514706 7.385e-05 3.027027 2.851852 > 0.05
Newness 2.765766 2.463235 > 0.05 3.442478 3.432836 > 0.05
Common Dread 1.781818 1.733333 > 0.05 1.928571 2.373134 0.0007834
Chronic-Catastrophic 3.919643 4.066176 > 0.05 3.814159 4.073529 0.04495
Severity 4.855856 4.867647 > 0.05 4.548673 4.850746 0.0001627

4.1 Nine Dimensional Model

Participants rated the risk of responding to phishing and malware on Fischhoff’s
nine dimensions of perceived risk. Table 1 reports the mean rating given for each
dimension as well as the p-values of one sided T-tests between text and video.
Participants rated the voluntary nature of risk (1=Voluntary; 5=Involuntary).
Text and video were statistically different for both phishing as well as malware.
While for phishing the risk of responding was more voluntary for the video group,
for malware risk of responding was more voluntary for text. Participants rated
the immediacy of the impact of risk (1=Immediate; 5=Delayed). The conse-
quences of responding were more delayed for the video than for text, in both
phishing as well as malware. Participants rated the knowledge a typical victim
would have regarding the risk (1=Knows a lot; 5=Knows nothing). There was no
statistical difference between text and video for phishing. However, knowledge
to the exposed was higher in the video group for malware. The relationship of
perceived risk with voluntary, immediacy, and knowledge to exposed is shown in
figure 1.

Participants rated the knowledge an expert would have regarding the impli-
cations of phishing or malware (1=Knows a lot; 5=Knows nothing). There was
no statistically significant difference between text and video for either phish-
ing or malware. Participants rated the extent to which they can control the
risk consequences (1=Uncontrollable; 5=Controllable). Phishing risk was more
controllable for video than for text, while the difference was not statistically
significant for malware. Participants rated the newness of phishing or malware



(1=Old; 5=New). There was no statistically significant difference between text
and video for either phishing or malware. The relationship of perceived risk with
knowledge to expert, control, and newness is shown in figure 2.

Participants were asked to rated how common they considered the risk to be
(1=Common; 5=Rare). Participants also rated whether the risk impact just the
victim or if the risk was global (1=Individual; 5=Global). Finally, participants
rated the severity of the consequences of phishing (1=Not Severe; 5=Severe). The
difference between text and video was not statistically significant for phishing
on these three dimensions. However, for malware the difference was statistically
significant. Video risk was more rare, catastrophic, and severe, compared to text.
The relationship of perceived risk with common-dread, chronic-catastrophic, and
severity is shown in figure 2.
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Fig. 1. Perceived Risk vs. Voluntary, Immediacy, and Knowledge to Exposed



4.2 Regression Analysis: Perceived Risk vs. Nine Dimensions Model

Figures 1-3, note that the relationship between perceived risk and the nine di-
mensions is linear. Thus, linear regression analysis is applicable. We then iden-
tified the best fit model, i.e. the subset of the nine dimensions that best explain
variance in perceived risk. Thus, we isolated the relevant dimensions evaluate
their ability to explain perceived risk.
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Fig. 2. Perceived Risk vs. Knowledge to Expert, Control, and Newness

We considered additional variables: (1) time taken to complete the survey, (2)
whether the participant lived alone or not, (3) frequency of Internet use, and (4)
frequency of cellphone use. These will be referred to as confounding variables. We
measure the models explanatory power by examining adjusted R-square values,



rather than raw R-square values. Adjusted R-square: 1) accounts for collinearity
of independent variables, and 2) adjusts for extra variables. We first conducted
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Fig. 3. Perceived Risk vs. Common-Dread, Chronic-Catastrophic, and Severity

the analysis for phishing text. The dependent variable was perceived risk, while
the independent variables were the nine dimensions. The R-square value was
negative with the complete nine dimensional model. Reducing the dimensions
improved the model’s explanatory power. Best fit for the model was given by
severity, common dread, knowledge to the exposed, knowledge to expert, and
chronic-catastrophic; R square=0.03208, p=0.27776. Adding the confounding
variables further improved the model’s explanatory power. The best fit for the



model was given by immediacy, common dread, knowledge to expert, frequency
of internet use, and cellphone use; R-square=0.1921, p=0.01468.

Next we conducted the analysis for phishing video. With just the nine di-
mensions as the independent variables the model has good explanatory power;
R square= 0.2494, p= 0.001391. Severity was statistically significant. Best fit for
the model was given by voluntary, knowledge to the exposed, control, severity;
R square= 0.2849, p=2.633e-05. Knowledge to the exposed and severity were
statistically significant. Adding the confounding variables did not increase the
explanatory power of the model.

For malware, again, we first analyzed text. With perceived risk as the depen-
dent variable and the nine dimensions as independent variable the model had
significant explanatory power; R-square =0.6082, p=7.981e-07. Knowledge to
expert, severity, and chronic-catastrophic were statistically significant. Best fit
was given by voluntary, severe, newness, common-dread, knowledge to exposed,
knowledge to expert, and chronic-catastrophic; R-square=0.6511 p-value=3.133e-
09. Again knowledge to expert, severity, and chronic-catastrophic were statisti-
cally significant. Adding the confounding variables did not increase the model’s
explanatory power.

However, for malware video perceived risk was not explained by the nine
dimensional model; R-square value was negative. Reducing the dimensions im-
proved the performance slightly. Best fit was given by control, immediacy and
chronic-catastrophic; R-square=0.06659 p=0.05139. Adding the confounding vari-
ables and reducing dimensions, the best fit was given by control, knowledge to
the exposed, and frequency of Internet use; R-square=0.09577, p=0.02179. Con-
trol was the only statistically significant dimension.

4.3 Factor Analysis

We were also interested in the underlying structure of the nine dimensional
model, specifically how it different for video vs. text as well as phishing vs.
malware. Thus, we are interested in the differences between not just media but
also the nature of the risks. To analyze the underlying structure we conducted
exploratory factor analysis. To determine the number of factors, we conducted
Scree test; figure 4. We consider eigenvalues greater than 1. Thus, we consider
four factors for each scenario.

We conducted factor analysis using R’s inbuilt factors analysis function fac-
tanal with varimax rotation and pairwise deletion of missing values. Tables 2, 3,
4, and 5 show the factor loadings for the different factors, the communalities for
the nine dimensions, and the variance explained by the four factors.

5 Discussion

The hypotheses that this research examines are two: 1) videos are more effective
risk communication media than text for older adults, and 2) perceived risk can
be grounded in Fischhoff’s nine dimensional model. To test the first hypothesis
we examined the difference in participants’ attitude towards responding to risk,
predicted behavior, ranking of perceived benefit and perceived risk.
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Fig. 4. Scree Test

Table 2. Phishing Text Factor Loadings

Factor 1 Factor 2 Factor 3 Factor 4 Communality

Voluntary 0.979 0.189 0.995
Immediacy 0.157 0.232 0.112 0.211 0.136
Knowledge to Exposed 0.182 0.040
Knowledge to Expert 0.570 0.340
Control 0.175 0.979 0.995
Newness 0.186 0.106 0.047
Common-Dread 0.123 0.411 -0.222 0.873 0.995
Chronic-Catastrophic -0.145 0.027
Severity -0.957 -0.150 -0.226 0.995

Proportion Var 0.146 0.139 0.120 0.103
Cumulative Var 0.146 0.285 0.405 0.508



Table 3. Phishing Video Factor Loadings

Factor 1 Factor 2 Factor 3 Factor 4 Communality

Voluntary 0.199 0.043
Immediacy -0.111 0.233 0.151 0.354 0.215
Knowledge to Exposed -0.347 0.124
Knowledge to Expert -0.192 0.148 0.129 0.082
Control -0.144 0.971 0.965
Newness 0.128 0.025
Common-Dread -0.195 0.817 0.109 0.721
Chronic-Catastrophic 0.132 -0.629 0.417
Severity 0.991 -0.105 0.995

Proportion Var 0.124 0.116 0.094 0.065
Cumulative Var 0.124 0.239 0.334 0.399

Table 4. Malware Text Factor Loadings

Factor 1 Factor 2 Factor 3 Factor 4 Communality

Voluntary 0.219 -0.319 0.157
Immediacy -0.355 0.119 0.154
Knowledge to Exposed -0.160 0.032
Knowledge to Expert 0.977 -0.113 0.138 0.995
Control 0.792 0.629
Newness 0.279 -0.173 0.363 0.246
Common-Dread 0.187 -0.292 0.165 0.581 0.485
Chronic-Catastrophic 0.139 -0.383 0.168
Severity 0.801 0.120 -0.203 0.706

Proportion Var 0.119 0.118 0.085 0.075
Cumulative Var 0.119 0.237 0.322 0.397

Table 5. Malware Video Factor Loadings

Factor 1 Factor 2 Factor 3 Factor 4 Communality

Voluntary 0.278 0.086
Immediacy 0.802 0.649
Knowledge to Exposed 0.390 0.292 0.244
Knowledge to Expert -0.372 0.142
Control 0.114 0.159 -0.339 0.155
Newness 0.225 0.418 0.232
Common-Dread 0.719 0.247 0.266 0.650
Chronic-Catastrophic -0.439 0.214 0.245
Severity -0.254 0.430 0.256

Proportion Var 0.089 0.089 0.071 0.046
Cumulative Var 0.089 0.178 0.249 0.295



Unlike voluntary, immediacy has the same relationship with perceived risk
for text as well as video, for phishing as well as malware. When the risk is
immediate it is perceived to be more risky, when the effects are delayed, less so,
figure 1. Thus, a lower value for immediacy informs perceived risk better. Thus,
text was better than video at informing perceived risk. For both phishing and
malware, participants in the text group perceived the impact of risks to be more
immediate than delayed.

For knowledge to the exposed, the results were mixed. There was no statistical
difference in means values for phishing text and video. However, in general higher
knowledge led to higher perceived risk. The importance of this is reinforced in
the linear regression model for phishing video, where knowledge to exposed is
one of the dimensions in the best fit model, and is also statistically significant.
For malware, knowledge to the exposed was rated lower in text than in video.
However, in text lower knowledge led to higher perceived risk, while in video
the relationship was reversed. Knowledge to exposed was present in the best fit
models of both text and video, but was only statistically significant in text. Thus,
it is unclear if text or video are better at leveraging this dimension. Knowledge to
the expert was similar between text and video, for both phishing and malware.
Knowledge to the expert, in general tends to reduce perceived risk. It would then
lead to more risk taking behaviors. Knowledge to the expert was in the best fit
model for phishing text and malware text. It was not statistically significant for
phishing text, however, for malware text it was significant. Thus, text based risk
communication, for malware, may lead to more risk taking behaviors based on
knowledge to experts.

Control had a consistent relationship with perceived risk. Uncontrollable risks
were perceived more risky, figure 2. For phishing, text group perceived phishing
risk to be more uncontrollable than video group. Control was in the best fit
model for both phishing video and malware video. It was statistically significant
for malware video. Thus, video based risk communication would lower perceived
risk on the control dimension.

Newness was similar for both text and video, for phishing as well as malware.
Newness was only in the best fit model of malware text. However, it was not
statistically significant. In general, newer risks were perceived to be more risky.
However, there does not seem to be much evidence of newness having a significant
impact on perceived risk.

Common-dread had a consistent relationship with perceived risk. Common
risks were perceived to be less risky than those rarely encountered. The differ-
ence between phishing text and phishing video was not significant. The difference
for malware was significant. Text group perceived malware to be more common
than video. Common-dread was in the best fit models for text but not for video.
Thus, text based risk communication may alleviate perceptions of risk by making
them appear common. Chronic-catastrophic did not have a significant impact
on phishing text. For phishing video and malware, both text and video, risks
that impact more people were perceived to be more risky. The difference be-
tween phishing text and video was not statistically significant. The difference



for malware was significant. Malware was seen to impact more people for video
than for text. Chronic-catastrophic was in the best fit model for both malware
text and malware video. It was statistically significant for malware text. Thus,
text based risk communication might alleviate perceptions of malware risk.

Severity had a significant impact on perceived risk. More severe risks were
perceived as more risky. The difference between phishing text and video was
not significant. For malware the difference was significant. Malware risks were
perceived more severe for video than for text. Severity was in the best fit model
for malware text, and was statistically significant. Malware appears less severe
in text than video. Thus, perceived risk might be lower for text than video.

6 Conclusion and Future Work

Recall the purpose of our experiments was to test two hypotheses. The first
is that grounding risk communication in mental models empowers older adults
(who are not familiar with information technology) to avoid common threats.
We built on previous findings for mental models, using physical mental models.
We concluded that video was more effective in making risk salient and perceived
as severe; yet the prediction of behaviors was not significantly different between
text and videos.

The second hypothesis was that online risk perceptions could be understood
using the classic dimensions of offline risks. The perceptions differed based on
the presentation of the risk and the risk itself; however, in any case there were
multiple significant dimensions. Knowledge to experts was stronger in the case of
text; thus text may perversely increase risk-seeking. Perceptions of severity were
greater with video than text. The perception of a risk as voluntary for phishing
made the risk more salient in the case of text and less so in video. Text made the
risk appear more immediate and in the case of malware, less voluntary. Neither
risk, reasonably so, was seen as particularly dreadful. Perceptions of severity had
by far the greatest impact on perceived risk. Neither knowledge to the exposed
nor newness were significant in either case.

The use of mental models proved effective in providing strategies for risk mit-
igation and illustrating the severity of risk; thus mental models rather than ex-
act technical information are more powerful in decreasing potentially hazardous
information-sharing. The use of video to leverage episodic memory proved some-
what mixed; yet on the most significant variable (i.e., severity) video proved
more effective. Risk communication is more effective when grounded in the risk
itself (e.g., phishing) than in the technical vector in which the risk is embedded.
We conclude that targeting risk communication using videos and mental models
has the potential to be extremely effective in the (also extremely vulnerable)
online population of older adults.
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