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Satisfiability of CTL ∗ with constraints⋆

Claudia Carapelle, Alexander Kartzow, and Markus Lohrey

Institut für Informatik, Universität Leipzig, Germany

Abstract. We show that satisfiability forCTL∗ with equality-, order-, and mod-
ulo-constraints overZ is decidable. Previously, decidability was only known for
certain fragments ofCTL∗, e.g., the existential and positive fragments andEF.

1 Introduction

Temporal logics likeLTL, CTL or CTL∗ are nowadays standard languages for specify-
ing system properties in model-checking. They are interpreted over node labeled graphs
(Kripke structures), where the node labels (also called atomic propositions) represent
abstract properties of a system. Clearly, such an abstracted system state does in general
not contain all the information of the original system state. Consider for instance a pro-
gram that manipulates two integer variablesx andy. A useful abstraction might be to
introduce atomic propositionsv−232 , . . . , v232 for v ∈ {x, y}, where the meaning ofvk
for −232 < k < 232 is that the variablev ∈ {x, y} currently holds the valuek, and
v−232 (resp.,v232 ) means that the current value ofv is at most−232 (resp., at least232).
It is evident that such an abstraction might lead to incorrect results in model-checking.

To overcome these problems, extensions of temporal logics with constraints have
been studied. Let us explain the idea in the context ofLTL. For a fixed relational struc-
tureA (typical examples forA are number domains like the integers or rationals ex-
tended with certain relations) one adds atomic formulas of the formr(Xi1x1, . . . ,Xikxk)
(so called constraints) to standardLTL. Here,r is (a name of) one of the relations of the
structureA, i1, . . . , ik ≥ 0, andx1, . . . , xk are variables that range over the universe of
A. An LTL-formula containing such constraints is interpreted over (infinite) paths of a
standard Kripke structure, where in addition every node (state) associates with each of
the variablesx1, . . . , xk an element ofA (one can think ofA-registers attached to the
system states). A constraintr(Xi1x1, . . . ,Xikxk) holds in a paths0 → s1 → s2 → · · ·
if the tuple(a1, . . . , ak), whereaj is the value of variablexj at statesij , belongs to
theA-relationr. In this way, the values of variables at different system states can be
compared. In our example from the first paragraph, one might choose forA the struc-
ture (Z, <,=, (=a)a∈Z), where=a is the unary predicate that only holds fora. This
structure has infinitely many predicates, which is not a problem; our main result will
actually talk about an expansion of(Z, <,=, (=a)a∈Z). Then, one might for instance
write down a formula(<(x,X1y))U(=100(y)) which holds on a path if and only if there
is a point of time where variabley holds the value100 and for all previous points of
time t, the value ofx at timet is strictly smaller than the value ofy at timet+ 1.
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In [8], Demri and Gascon studiedLTL extended with constraints from a language
IPC∗. If we disregard succinctness aspects, these constraints are equivalent to con-
straints over the structure

Z = (Z, <,=, (=a)a∈Z, (≡a,b)0≤a<b), (1)

where=a denotes the unary relation{a} and≡a,b denotes the unary relation{a+ xb |
x ∈ Z} (expressing that an integer is congruent toa modulob). The main result from
[8] states that satisfiability ofLTL with constraints fromZ is decidable and in fact
PSPACE-complete, and hence has the same complexity as satisfiability for LTL without
constraints. We should remark that thePSPACE upper bound from [8] even holds for
the succinct IPC∗-representation of constraints used in [8].

In the same way as outlined forLTL above, constraints can be also added toCTL

andCTL∗ (then, constraintsr(Xi1x1, . . . ,Xikxk) are path formulas). A weak form of
CTL∗ with constraints fromZ (where only integer variables and the same state can be
compared) was first introduced in [4], where it is used to describe properties of infinite
transition systems, represented by relational automata. There it is shown that the model
checking problem forCTL∗ over relational automata is undecidable.

Demri and Gascon [8] asked whether satisfiability ofCTL∗ with constraints from
Z over Kripke structures is decidable. This problem was investigated in [3,9], where
several partial results where shown: If we replace inZ the binary predicate< by unary
predicates<c = {x | x < c} for c ∈ Z, then satisfiability forCTL∗ is decidable by [9].
While, for the full structureZ satisfiability is decidable for theCTL∗ fragmentCEF+

(which contains the existential and universal fragment ofCTL∗ as well asEF) [3].
In this paper we prove thatCTL∗ with constraints overZ is decidable. Our proof is

divided into two steps. The first step provides a tool to provedecidability ofCTL∗ with
constraints over any structureA over a countable (finite or infinite) signatureS (the
structureA has to satisfy the additional property that the complement of any of its rela-
tions has to be definable in positive existential first-orderlogic overA). LetL be a logic
that satisfies the following two properties: (i) satisfiability of a givenL-sentence over
the class of infinite node-labeled trees is decidable, and (ii) L is closed under boolean
combinations with monadic second-order formulas (MSO). A typical such logic is MSO
itself. By Rabin’s seminal tree theorem [14], satisfiability of MSO-sentences over in-
finite node-labeled trees is decidable. AssumingL has these two properties, we prove
that satisfiability ofCTL∗ with constraints overA is decidable if one can compute from
a given finite subsignatureσ ⊆ S anL-sentenceψσ (over the signatureσ) such that
for every countableσ-structureB: B |= ψσ if and only if there exists a homomorphism
fromB toA (i.e., a mapping from the domain ofB to the domain ofA that preserves all
relations fromσ). We say that the structureA has the propertyEHomDef(L) if such a
computable functionσ 7→ ψσ exists.EHomDefstands for “existence of homomorphism
is definable”. For instance, the structure(Q, <,=) has the propertyEHomDef(MSO),
see Example 7.

It is not clear whetherZ from (1) has the propertyEHomDef(MSO) (we conjecture
that it does not). Hence, we need a different logic. It turns out thatZ has the property
EHomDef(WMSO+B), whereWMSO+B is the extension of weak monadic second-
order logic (where only quantification over finite subsets isallowed) with the bounding
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quantifierB. A formulaBX : ϕ holds in a structureA if and only if there exists a bound
b ∈ N such that for every finite subsetB of the domain ofA with A |= ϕ(B) we
have|B| ≤ b. Recently, Bojańczyk and Toruńczyk have shown that satisfiability of
WMSO+B over infinite node-labeled trees is decidable [1]. The next problem is that
WMSO+B is not closed under boolean combinations withMSO-sentences. But fortu-
nately, the decidability proof forWMSO+B can be extended to boolean combinations
of MSO-sentences and (WMSO+B)-sentences, see Section 3 for details. This finally
shows that satisfiability ofCTL∗ with constraints fromZ is decidable.

While it would be extremely useful to add successor constraints (y = x + 1) to
Z, this would lead to undecidability even forLTL [7] and the very basic description
logicALC [12], which is basically multi-modal logic. NonethelessZ allows qualitative
representation of increment, for examplex = y + 1 can be abstracted by(y > x) ∧
(≡1,2k (y)) wherek is a large natural number. This is why temporal logics extended
with constraints overZ seem to be a good compromise between (unexpressive) total
abstraction and (undecidable) high concretion.

In the area of knowledge representation, extensions of description logics with con-
straints from so called concrete domains have been intensively studied, see [10] for
a survey. In [11], it was shown that the extension of the description logic ALC with
constraints from(Q, <,=) has a decidable (EXPTIME-complete) satisfiability prob-
lem with respect to general TBoxes (also known as general concept inclusions). Such
a TBox can be seen as a secondALC-formula that has to hold in all nodes of a model.
Our decidability proof is partly inspired by the construction from [11], which in con-
trast to our proof is purely automata-theoretic. Further results for description logics and
concrete domains can be found in [12,13].

Unfortunately, our proof does not yield any complexity bound for satisfiability of
CTL∗ with constraints fromZ. The boolean combinations of (WMSO+B)-sentences
andMSO sentences that have to be checked for satisfiability (over infinite trees) are of
a simple structure, in particular their quantifier depth is not high. But no complexity
statement for satisfiability ofWMSO+B is made in [1], and it seems to be difficult
to analyze the algorithm from [1] (but it seems to be elementary for a fixed quantifier
depth). It is based on a construction for cost functions overfinite trees from [5], where
the authors only note that their construction seems to have very high complexity.

2 Preliminaries

Let [1, d] = {1, . . . , d}. For a wordw = a1a2 · · ·al ∈ [1, d]∗ andk ≤ l we define
w[: k] = a1a2 · · ·ak; it is the prefix ofw of lengthk.

Let P be a countable set of (atomic) propositions. A Kripke structure overP is a
triple K = (D,→, ρ), where (i)D is an arbitrary set of nodes (or states), (ii)→ is a
binary relation onD such that for everyu ∈ D there existsv ∈ D with u → v, and
(iii) ρ : D → 2P assigns to every node the set of propositions that hold in thenode.
We require that

⋃

v∈D ρ(v) is finite, i.e., only finitely many propositions appear inK.
A K-pathis an infinite sequenceπ = (v0, v1, v2, . . .) such thatvi → vi+1 for all i ≥ 0.
Fori ≥ 0 we define the stateπ(i) = vi and the pathπi = (vi, vi+1, vi+2, . . .). A Kripke
d-tree is a Kripke structure of the formK = ([1, d]∗,→, ρ), where→ contains all pairs
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(u, ui) with u ∈ [1, d]∗ and1 ≤ i ≤ d, i.e., ([1, d]∗,→) is a tree with rootε where
every node hasd children.

A signature is a countable (finite or infinite) setS of relation symbols. Every relation
symbolr ∈ S has an associated arityar(r) ≥ 1. An S-structure is a pairA = (A, I),
whereA is a non-empty set andI maps everyr ∈ S to an ar(r)-ary relation over
A. Quite often, we will identify the relationI(r) with the relation symbolr, and we
will specify anS-structure as(A, r1, r2, . . .) whereS = {r1, r2, . . .}. TheS-structure
A = (A, I) is negation-closedif there exists a computable function that maps a relation
symbolr ∈ S to a positive existential first-order formulaϕr(x1, . . . , xar(r)) (i.e., a
formula that is built up from atomic formulas using∧,∨, and∃) such thatAar(r)\I(r) =
{(a1, . . . , aar(r)) | A |= ϕr(a1, . . . , aar(r))}. In other words, the complement of every
relationI(r) must be effectively definable by a positive existential first-order formula.

Example 1.The structureZ from (1) is negation-closed (we will writex = a instead
of =a(x) and similarly for≡a,b). We have for instance:

– x 6= y if and only if x < y or y < x.
– x 6= a if and only if ∃y ∈ Z : y = a ∧ (x < y ∨ y < x).
– x 6≡ a modb if and only if x ≡ c modb for some0 ≤ c < b with a 6= c.

For a subsignatureσ ⊆ S, aσ-structureB = (B, J) and anS-structureA = (A, I),
a homomorphismh : B → A is a mappingh : B → A such that for allr ∈ σ and all
tuples(b1, . . . , bar(r)) ∈ J(r) we have(h(b1), . . . , h(bar(r))) ∈ I(r). We writeB � A
if there is a homomorphism fromB toA.

3 MSO andWMSO+B

Recall thatmonadic second-order logic(MSO) is the extension of first-order logic
where also quantification over subsets of the underlying structure is allowed. We as-
sume that the reader has some familiarity withMSO. Weak monadic second-order logic
(WMSO) has the same syntax asMSO but second-order variables only range over finite
subsets of the underlying structure. Finally,WMSO+B is the extension ofWMSO by
the additional quantifierBX : ϕ (thebounding quantifier). The semantics ofBX : ϕ in
the structureA = (A, I) is defined as follows:A |= BX : ϕ(X) if and only if there is
a boundb ∈ N such that|B| ≤ b for every finite subsetB ⊆ A with A |= ϕ(B).

Example 2.For later use, we state some example formulas. Letϕ(x, y) be aWMSO-
formula with two free first-order variablesx andy. LetA = (A, I) be a structure and
letE = {(a, b) ∈ A×A | A |= ϕ(a, b)} be the binary relation defined byϕ(x, y). We
define theWMSO-formulareachϕ(a, b) to be

∃X ∀Y
(

a ∈ Y ∧ ∀x∀y((x ∈ Y ∧ y ∈ X ∧ ϕ(x, y)) → y ∈ Y ) → b ∈ Y
)

It is straightforward to prove thatA |= reachϕ(a, b) if and only if (a, b) ∈ E∗. Note
that reachϕ is the standardMSO-formula for reachability but restricted to some finite
induced subgraph. Clearly,b is reachable froma in the graph(A,E) if and only if it is
in some finite subgraph of(A,E).
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Let ECycleϕ = ∃x∃y(reachϕ(x, y) ∧ ϕ(y, x)) be theWMSO-formula expressing
that there is a cycle in(A,E).

Given a second-order variableZ, we definereachZϕ(a, b) to be

a ∈ Z ∧ ∀Y ⊆ Z
(

a ∈ Y ∧ ∀x∀y((x ∈ Y ∧ y ∈ Z ∧ ϕ(x, y)) → y ∈ Y ) → b ∈ Y
)

.

We haveA |= reachZϕ (a, b) iff b is reachable froma in the subgraph of(A,E) induced

by the (finite) setZ. Note thatA |= reachZϕ (a, b) implies{a, b} ⊆ Z.
For the next examples we restrict our attention the case thatthe graph(A,E) defined

by ϕ(x, y) is acyclic. Hence, the reflexive transitive closureE∗ is a partial order on
A. Note that a finite setF ⊆ A is anE-path froma ∈ F to b ∈ F if and only if
(F, (E ∩ (F × F ))∗) is a finite linear order with all elements betweena andb. Define
theWMSO-formulaPathϕ(a, b, Z) as

∀x ∈ Z ∀y ∈ Z (reachZϕ(x, y) ∨ reachZϕ(y, x)) ∧ reachZϕ (a, x) ∧ reachZϕ(x, b).

For every acyclic(A,E) we haveA |= Pathϕ(a, b, P ) if and only ifP contains exactly
the nodes along anE-path froma to b.

We finally define theWMSO+B-formulaBPathsϕ(x, y) = BZ : Pathϕ(x, y, Z).
By definition of the quantifierB, if (A,E) is acyclic, thenA |= BPathsϕ(a, b) if and
only if there is a boundk ∈ N on the length of anyE-path froma to b.

Next, let Bool(MSO,WMSO+B) be the set of all Boolean combinations ofMSO-
formulas and (WMSO+B)-formulas. We will use the following result.

Theorem 3 (cf. [1]). One can decide whether for a givend ∈ N and a formulaϕ ∈
Bool(MSO,WMSO+B) there exists a Kripked-treeK such thatK |= ϕ.

Proof. This theorem follows from results of Bojańczyk and Toruńczyk [1,2]. They in-
troduced puzzles which can be seen as pairsP = (A,C), whereA is a parity tree
automaton andC is an unboundedness conditionC which specifies a certain set of infi-
nite paths labeled by states ofA. A puzzle accepts a treeT if there is an accepting run
ρ of A on T such that for each infinite pathπ occurring inρ, π ∈ C holds. In partic-
ular, ordinary parity tree automata can be seen as puzzles with trivial unboundedness
condition. The proof of our theorem combines the following results.

Lemma 4 ([1]). From a given (WMSO+B)-formulaϕ andd ∈ N one can construct a
puzzlePϕ such thatϕ is satisfied by some Kripked-tree iffPϕ is nonempty.

Lemma 5 ([1]). Emptiness of puzzles is decidable.

Lemma 6 (Lemma 17 of [2]).Puzzles are effectively closed under intersection.

Let ϕ ∈ Bool(MSO,WMSO+B). First,ϕ can be effectively transformed into a dis-
junction

∨n

i=1(ϕi ∧ψi) whereϕi ∈ MSO andψi ∈ WMSO+B for all i. By Lemma 4,
we can construct a puzzlePi for ψi. It is known that theMSO-formulaϕi can be trans-
lated into a parity tree automatonAi. LetP ′

i be a puzzle recognizing the intersection of
Pi andAi (cf. Lemma 6). Nowϕ is satisfiable over Kripked-trees if and only if there
is ani such thatϕi∧ψi is satisfiable over Kripked-trees if and only if there is ani such
thatP ′

i is nonempty. By Lemma 5, the latter condition is decidable which concludes the
proof of the theorem. ⊓⊔
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Let L be a logic (e.g.MSO or Bool(MSO,WMSO+B)). An S-structureA has the
propertyEHomDef(L) (existence of homomorphisms toA is L-definable) if there is a
computable function that maps a finite subsignatureσ ⊆ S to anL-sentenceϕσ such
that for every countableσ-structureB: B � A if and only ifB |= ϕσ.

Example 7.The structureQ = (Q, <,=) has the propertyEHomDef(WMSO) (and
EHomDef(MSO)). In [11] it is implicitly shown that for a countable{<,=}-structure
B = (B, I), B � Q if and only if there does not exist(a, b) ∈ I(<) such that(b, a) ∈
(I(<)∪ I(=)∪ I(=)−1)∗. This condition can be easily expressed inWMSO using the
reach-construction from Example 2. Note thatI(=) is not required to be the identity
relation onB.

4 CTL
∗ with constraints

Let us fix a countably infinite set of atomic propositionsP and a countably infinite set
of variablesV for the rest of the paper. LetS be a signature. We define an extension of
CTL∗ with constraints over the signatureS. We defineCTL∗(S)-state formulasϕ and
CTL∗(S)-path formulasψ by the following grammar, wherep ∈ P, r ∈ S, k = ar(r),
i1, . . . , ik ≥ 0, andx1, . . . , xk ∈ V:

ϕ ::=p | ¬ϕ | (ϕ ∧ ϕ) | Eψ

ψ ::=ϕ | ¬ψ | (ψ ∧ ψ) | Xψ | ψUψ | r(Xi1x1, . . . ,X
ikxk)

A formula of the formR := r(Xi1x1, . . . ,X
ikxk) is also called anatomic constraint

and we defined(R) = max{i1, . . . , ik} (the depth ofR). The syntactic difference
betweenCTL∗(S) and ordinaryCTL∗ lies in the presence of atomic constraints.

Formulas ofCTL∗(S) are interpreted over triplesC = (A,K, γ), whereA = (A, I)
is anS-structure (also called theconcrete domain),K = (D,→, ρ) is a Kripke structure
overP, andγ : D×V → A assigns to every(v, x) ∈ D× V a valueγ(v, x) (the value
of variablex at nodev). We call such a tripleC = (A,K, γ) anA-constraint graph. An
A-constraint graphC = (A,K, γ) is anA-constraintd-tree if K is a Kripked-tree.

We now define the semantics ofCTL∗(S). For anA-constraint graphC = (A,K, γ)
with A = (A, I) andK = (D,→, ρ), a statev ∈ D, aK-pathπ, a state formulaϕ, and
a path formulaψ we write(C, v) |= ϕ if ϕ holds in(C, v) and(C, π) |= ψ if ψ holds in
(C, π). This is inductively defined as follows (for the boolean connectives¬ and∧ the
definitions are as usual and we omit them):

– (C, v) |= p iff p ∈ ρ(v).
– (C, v) |= Eψ iff there is aK-pathπ with π(0) = v and(C, π) |= ψ.
– (C, π) |= ϕ iff (C, π(0)) |= ϕ.
– (C, π) |= Xψ iff (C, π1) |= ψ.
– (C, π) |= ψ1Uψ2 iff there existsi ≥ 0 such that(C, πi) |= ψ2 and for all0 ≤ j < i

we have(C, πj) |= ψ1.
– (C, π) |= r(Xi1x1, . . . ,X

inxn) iff (γ(π(i1), x1), . . . , γ(π(in), xn)) ∈ I(r).
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Note that the role of the concrete domainA and of the valuation functionγ is restricted
to the semantic of atomic constraints.CTL∗-formulas are interpreted over Kripke struc-
tures, and to obtain their semantics it is sufficient to replaceC by K in the rules above
and to remove the last line.

We use the usual abbreviations:θ1 ∨ θ2 := ¬(¬θ1 ∧ ¬θ2) (for both state and path
formulas),Aψ := ¬E¬ψ (universal path quantifier),ψ1Rψ2 := ¬(¬ψ1U¬ψ2) (the
release operator). Note that(C, π) |= ψ1Rψ2 iff ( (C, πi) |= ψ2 for all i ≥ 0 or there
existsi ≥ 0 such that(C, πi) |= ψ1 and(C, πj) |= ψ2 for all 0 ≤ j ≤ i).

Using this extended set of operators we can put every formulainto a semantically
equivalentnegation normal form, where¬ only occurs in front of atomic propositions
or atomic constraints. Let#E(θ) be the the number of different subformulas of the form
Eψ in theCTL∗(S)-formulaθ. ThenCTL∗(S) has the following tree model property:

Theorem 8 (cf. [9]).Letϕ be aCTL∗(S)-state formula in negation normal form and
let A = (A, I) be anS-structure. Thenϕ is A-satisfiable if and only if there exists an
A-constraint(#E(ϕ) + 1)-treeC with (C, ε) |= ϕ.

Note that for checking(A,K, γ) |= ϕ we may ignore all propositionsp ∈ P that do not
occur inϕ. Similarly, only those valuesγ(u, x), wherex is a variable that appears in
ϕ, are relevant. Hence, ifVϕ is the finite set of variables that occur inϕ, then we can
considerγ as a mapping fromD × Vϕ to the domain ofA. Intuitively, we assign to
each nodeu ∈ D registers that store the valuesγ(u, x) for x ∈ Vϕ.

5 Satisfiability of constraint CTL∗ over a concrete domain

When we talk about satisfiability forCTL∗(S) our setting is as follows: We fix a con-
crete domainA = (A, I). Given aCTL∗(S)-state formulaϕ, we say thatϕ is A-
satisfiable if there is anA-constraint graphC = (A,K, γ) and a nodev of K such that
(C, v) |= ϕ. With SATCTL∗(A) we denote the following computational problem:Is a
given state formulaϕ ∈ CTL∗(S) A-satisfiable?The main result of this section is:

Theorem 9. LetA be a negation-closedS-structure, which moreover has the property
EHomDef(Bool(MSO,WMSO+B)). Then the problemSATCTL∗(A) is decidable.

We say that aCTL∗(S)-formulaϕ is in strong negation normal formif negations only
occur in front of atomic propositions (i.e.,ϕ is in negation normal form and there is no
subformula¬R whereR is an atomic constraint).

Let us fix aCTL∗(S)-state formulaϕ in negation normal form and a negation-closed
S-structureA for the rest of this section. We want to check whetherϕ is A-satisfiable.
First, we reduce to formulas in strong negation normal form:

Lemma 10. LetA = (A, I) be a negation-closedS-structure. From a givenCTL∗(S)-
state formulaϕ one can compute aCTL∗(S)-state formulaϕ̂ in strong negation normal
form such thatϕ isA-satisfiable iffϕ̂ is A-satisfiable.
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Proof. We can assume thatϕ is in negation normal form. Using induction, it suf-
fices to eliminate a single negated atomic constraintθ = ¬r(Xi1x1, . . . ,Xikxk) in
ϕ, wherek = ar(r). Let d = max{i1, . . . , ik}, which is the depth of the constraint
r(Xi1x1, . . . ,X

ikxk). SinceA is negation-closed, we can compute a positive quantifier-
free first-order formulaψ(y1, y2, . . . , yk, z1, z2, . . . , zm) over the signatureS such that
A |= ¬r(a1, . . . , ak) if and only if A |= ∃z1 · · · ∃zm ψ(a1, . . . , ak, z1, . . . , zm). Let
y′1, . . . , y

′
m be fresh variables not occurring inϕ. We define theCTL∗(S)-state formula

ϕ′ by replacing inϕ every occurrence of the negated constraintθ by the path formula

ψ(Xi1x1, . . . ,X
ikxk,X

dy′1, . . . ,X
dy′m).

So, we replace inψ(y1, . . . , yk, z1, . . . , zm) every occurrence of a variableyp (resp.,
zq) byXipxp (resp.,Xdy′q).

We first prove thatϕ′ is A-satisfiable ifϕ is A-satisfiable. Ifϕ is A-satisfiable,
then by Thm. 8 there is anA-constraintt-treeC = (A,K, γ) with (C, ε) |= ϕ, where
K = ([1, t]∗,→, ρ) andγ has domain[1, t]∗ × Vϕ for Vϕ the set of variables ofϕ. By
choice of the fresh variables, we haveVϕ ∩ {y′1, . . . , y

′
m} = ∅. Now we extendγ to

γ′ : [1, t]∗ × (Vϕ ∪ {y′1, . . . , y
′
m}) → A as follows: Considerw, v ∈ [1, t]∗ such that

|v| = d and letπ be a path in the tree([1, t]∗,→) starting atw and passingwv, i.e.,
π(0) = w andπ(d) = wv. Let vp = v[: ip] for 1 ≤ p ≤ k.

– If (K, π) |= θ = ¬r(Xi1x1, . . . ,Xikxk) then there are valuesa1, . . . , am ∈ A
such thatA |= ψ(γ(wv1, x1), . . . , γ(wvk, xk), a1, . . . , am). Note that the choice of
a1, . . . , am can be made independent of the concrete choice ofπ but only depend-
ing onγ andwv. Thus, it is well-defined to setγ′(wv, y′q) = aq for all 1 ≤ q ≤ m.

– If (K, π) |= r(Xi1x1, . . . ,X
ikxk), then we chooseγ′(wv, y′q) ∈ A arbitrarily.

Finally, for allw such that|w| < d we chooseγ′(w, y′q) ∈ A arbitrarily.
By induction on the structure ofϕ we prove that forC′ = (A,K, γ′) we have

(C′, ε) |= ϕ′. All steps are trivial except for the case that the subformula is θ =
¬r(Xi1x1, . . .Xikxk). In this case we assume that(C, π) |= θ for a pathπ, and we
have to show that

(C′, π) |= θ′ = ψ(Xi1x1, . . . ,X
ikxk,X

dy′1, . . . ,X
dy′m).

By definitionπ(d) = wv for some wordw = π(0) and some wordv such that|v| = d.
Let vp = v[: ip] for 1 ≤ p ≤ k. Since(C, π) |= ¬r(Xi1x1, . . . ,Xikxk), we conclude
immediately that

A |= ψ(γ(wv1, x1), . . . , γ(wvk), xk), γ
′(wv, y′1), . . . , γ

′(wv, y′m)).

Noting thatw(v[: d]) = wv we immediately conclude that(C′, π) |= θ′ which con-
cludes the first direction.

In order to prove thatϕ is A-satisfiable ifϕ′ is A-satisfiable, let us assume (using
again Thm. 8) thatC′ = (A,K, γ′) is anA-constraintt-tree such that(C′, ε) |= ϕ′.
Let C be theA-constraintt-tree obtained fromC′ by restrictingγ′ to the variables from
Vϕ. Again by induction on the structure ofϕ, we end up with the task to show that if
(C′, π) |= θ′ for a pathπ, then(C, π) |= θ. If

(C′, π) |= θ′ = ψ(Xi1x1, . . . ,X
ikxk,X

dy′1, . . . ,X
dy′m),
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Fig. 1. The(N,<,=)-constraint 2-treeC from Ex. 11, the Kripke 2-treeT = Ca, and the struc-
tureGT .

then there are values (namely,γ′(π(d), y′1), . . . , γ
′(π(d), y′m)) witnessing

A |= ∃z1 · · · ∃zmψ(γ(π(i1), x1), . . . , γ(π(ik), xk), z1, . . . , zm).

By choice ofψ this implies thatA |= ¬r(γ(π(i1), x1), . . . , γ(π(ik), xk)). Hence, we
have(C, π) |= ¬r(Xi1x1, . . . ,X

ikxk) = θ. ⊓⊔

From now on let us assume thatϕ is in strong negation normal form. Letd = #E(ϕ)+1.
LetR1, . . . , Rn be a list of all atomic constraints that are subformulas ofϕ, and letVϕ
be the finite set of variables that occur inϕ. Let us fix new propositionsp1, . . . , pn (one
for eachRi) that do not occur inϕ. Let di = d(Ri) be the depth of the constraintRi.
We denote withϕa the (ordinary)CTL∗-formula obtained fromϕ by replacing every
occurrence of a constraintRi by Xdipi. Given anA-constraintd-treeC = (A,K, γ),
whereK = ([1, d]∗,→, ρ) andρ(v) ∩ {p1, . . . , pn} = ∅ for all v ∈ [1, d]∗, we define a
Kripke d-treeCa = ([1, d]∗,→, ρa), whereρa(v) contains

– all propositions fromρ(v) and
– all propositionspi (1 ≤ i ≤ n) such that the following holds, where we as-

sume thatRi has the formr(Xj1x1, . . . ,Xjkxk) with k = ar(r) (hence,di =
max{j1, . . . , jk}):
• v = su with |u| = di
• (γ(su1, x1), . . . , γ(suk, xk)) ∈ I(r), whereul = u[: jl] for 1 ≤ l ≤ k.

Hence, the fact that propositionpi labels nodesuwith |u| = di means that the constraint
Ri holds along every path that starts in nodes and descends in the tree down via node
su. The superscript “a” in Ca stands for “abstracted” since we abstract from the concrete
constraints and replace them by new propositions.

Moreover, given a Kripked-treeT = ([1, d]∗,→, ρ) (where the new propositions
p1, . . . , pn are allowed to occur inT ) we define a countableS-structureGT = ([1, d]∗×
Vϕ, J) as follows: The interpretationJ(r) of the relation symbolr ∈ S contains allk-
tuples (wherek = ar(r)) ((su1, x1), . . . , (suk, xk)) for which there exist1 ≤ i ≤ n
andu ∈ [1, d]∗ with |u| = di such thatpi ∈ ρ(su), Ri = r(Xj1x1, . . . ,X

jkxk), and
ut = u[: jt] for 1 ≤ t ≤ k.
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Example 11.Figure 1 shows an example, where we assume thatd = 2 andn = 2,
R1 = [<(x1,Xx2)], andR2 = [=(Xx1,Xx2)]. The figure shows an initial part of an
(N, <,=)-constraint 2-treeC = ((N, <,=),K, γ). The edges of the Kripke2-treeK
are dotted. We assume thatK is defined over the empty set of propositions. The node to
the left (resp., right) of a tree nodeu is labeled by the valueγ(u, x1) (resp.γ(u, x2)).
The figure shows the labeling of tree nodes with the two new propositionsp1 andp2
(corresponding toR1 andR2) as well as the{<,=}-structureGT for T = Ca.

Lemma 12. Let ϕ be aCTL∗(S)-state formula in strong negation normal form. The
formulaϕ is A-satisfiable if and only if there exists a Kripke(#E(ϕ) + 1)-treeT such
that (T , ε) |= ϕa andGT � A.

Proof. Let us first assume thatϕ is A-satisfiable and letC = (A,K, γ) be anA-
constraint graph withA = (A, I) andv a node ofK such that(C, v) |= ϕ. By Thm. 8
we can assume thatK = ([1, d]∗,→, ρ) is a Kripked-tree withd = e + 1 andv = ε.
Let m, n, Ri anddi (1 ≤ i ≤ n) have the same meaning as above. Take the Kripke
d-treeT = Ca = ([1, d]∗,→, ρa). We claim thatγ : [1, d]∗ × Vϕ → A is a homomor-
phism fromGT to A. For this, assume that((su1, x1), . . . , (suk, xk)) belongs to the
interpretation ofr in GT . Hence, there exist1 ≤ i ≤ n andu ∈ [1, d]∗ with |u| = di
such thatpi ∈ ρa(su), Ri = r(Xj1x1, . . . ,X

jkxk), anduq = u[: jq] for 1 ≤ q ≤ k.
SinceT = Ca andpi ∈ ρa(su), it follows that the tuple(γ(su1, x1), . . . , γ(suk, xk))
belongs to the interpretation ofr in A. Hence,γ is indeed a homomorphism.

In order to show(T , ε) |= ϕa we prove by induction on the structure of formulas
the following implication, whereψ is a state or path subformula ofϕ, v ∈ [1, d]∗ is a
node andπ is aK-path (and hence also aT -path): If (C, v) |= ψ, then(T , v) |= ψa,
and if (C, π) |= ψ then(T , π) |= ψa.

– ψ = p ∈ P : We haveψa = p. If v is such that(C, v) |= p, we havep ∈ ρ(v)
and, sinceρ(v) ⊆ ρa(v), (T , v) |= p. If π is a path such that(C, π) |= p, then
(C, π(0)) |= p. Using what we have just proven,(T , π(0)) |= p and thus(T , π) |=
p.

– ψ = ¬p with p ∈ P (recall that negations only occurs in front of atomic proposi-
tions): We haveψa = ¬p: If v is such that(C, v) |= ¬p, we havep 6∈ ρ(v). Note
thatp 6∈ {p1, . . . , pn}. Sinceρ(v) = ρa \ {p1, . . . , pn} we havep 6∈ ρa(v). Hence,
(T , v) |= ¬p. For a pathπ with (C, π) |= ¬p we can argue in the same way.

– ψ = Ri for some1 ≤ i ≤ n: Suppose thatRi = r(Xj1y1, . . . ,X
jkyk) where

di = max{j1, . . . , jk} is the depth ofRi. We haveψa = Xdipi. Let π be a path
such that(C, π) |= Ri. By definition(γ(π(j1), y1), . . . , γ(π(jk), yk)) ∈ I(r) and
thereforepi ∈ ρa(π(di)). This means that(T , πdi) |= pi and consequently that
(T , π) |= Xdipi.

– ψ = ψ1 ◦ ψ2 for ◦ ∈ {∧,∨} and state or path formulasψ1 andψ: Then we have
ψa = ϕa1 ◦ ϕ

a
2 , and we can directly argue by induction.

– ψ = Eϕ: We haveψa = Eϕa. If (C, v) |= Eϕ then there must be a pathπ with
π(0) = v and (C, π) |= ϕ. By induction, we have(T , π) |= ϕa and therefore
(T , v) |= Eϕa. The caseψ = Aϕ is treated similarly. Moreover, the case thatEϕ or
Aϕ is interpreted as a path formula directly reduces to the caseof a state formula.
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– ψ = Xϕ: We haveψa = Xϕa. Let π be a path such that(C, π) |= Xϕ. Then
(C, π1) |= ϕ. By induction,(T , π1) |= ϕa and hence(T , π) |= Xϕa.

– ψ = ϕ1Uϕ2: We haveψa = ϕa1Uϕ
a
2 . Let π be a path such that(C, π) |= ϕ1Uϕ2.

Then there existsi ≥ 0 such that(C, πi) |= ϕ2 and(C, πj) |= ϕ1 for all 0 ≤ j < i.
By induction we obtain(T , πi) |= ϕa2 and(T , πj) |= ϕa1 for all 0 ≤ j < i. From
this we get(T , π) |= ϕa1Uϕ

a
2 .

– ψ = ϕ1Rϕ2: We haveψa = ϕa1Rϕ
a
2 . Let π be a path such that(C, π) |= ϕ1Rϕ2.

This means that(C, πi) |= ϕ2 for all i ≥ 0, or there existsi ≥ 0 such that(C, πi) |=
ϕ1 and(C, πj) |= ϕ2 for all 0 ≤ j ≤ i. Again, using induction, we get:(T , πi) |=
ϕa2 for all i ≥ 0, or there existsi ≥ 0 such that(T , πi) |= ϕa1 and(T , πj) |= ϕa2
for all 0 ≤ j ≤ i. But this means that(T , π) |= ϕa1Rϕ

a
2 .

This concludes the proof of the “only if” direction from the lemma. For the other
direction, assume that there exists a Kripked-tree T = ([1, d]∗,→, ρT ) such that
(T , ε) |= ϕa and there exists a homomorphismh fromGT toA. Define theA-constraint
graphC = (A,K, h), whereK = ([1, d]∗,→, ρ) with ρ(v) = ρT (v)\{p1, . . . , pn} for
all v ∈ [1, d]∗. We claim that(C, ε) |= ϕ.

Again, we can prove by induction that for all (state or path) subformulasψ of ϕ,
for all v ∈ [1, d]∗, and for allT -pathsπ, if (T , v) |= ψa then (C, v) |= ψ, and if
(T , π) |= ψa then(C, π) |= ψ. The only nontrivial part is the case thatψ is one of
the atomic constraintsRi = r(Xj1x1, . . . , X

jkxk), wherek = ar(r). This means
thatψa = Xdipi, wheredi = max{j1, . . . , jk} is the depth ofRi. If π is such that
(T , π) |= ψa, this means thatpi ∈ ρT (π(di)). Then, according to the definition ofGT ,
the interpretation ofr in GT contains thek-tuple((π(j1), x1), . . . , (π(jk), xk)). Since
h is a homomorphism fromGT toA, we have(h(π(j1), x1), . . . , h(π(jk), xk)) ∈ I(r).
By definition ofC this means that(C, π) |= r(Xj1x1, . . . , X

jkxk). ⊓⊔

Let θ = ϕa for the further discussion. Hence,θ is an ordinaryCTL∗-state formula,
where negations only occur in front of propositions fromP \ {p1, . . . , pm}, andd =
#E(θ) + 1. By Lemma 12, we have to check, whether there exists a Kripked-treeT
such that(T , ε) |= θ andGT � A.

Let σ ⊆ S be the finite subsignature consisting of all predicate symbols that oc-
cur in our initial CTL∗(S)-formulaϕ. Note thatGT is actually aσ-structure. Since
the concrete domainA has the propertyEHomDef(Bool(MSO,WMSO+B)), one can
compute fromσ a Bool(MSO,WMSO+B)-formulaα such that for every countable
σ-structureB we haveB |= α if and only if B � A. Hence, our new goal is to decide,
whether there exists a Kripked-treeT such that(T , ε) |= θ andGT |= α (note thatGT

is countable). It is well known that everyCTL∗-state formula can be effectively trans-
formed into an equivalentMSO-formula with a single free first-order variable. Since the
rootε of a tree is first-order definable, we get anMSO-sentenceψ such that(T , ε) |= θ
if and only if T |= ψ. Hence, we have to check whether there exists a Kripked-treeT
such thatT |= ψ andGT |= α. If we can translate theBool(MSO,WMSO+B)-formula
α back into aBool(MSO,WMSO+B)-formulaα′ such that (GT |= α ⇔ T |= α′),
then we can finish the proof.

Recall the construction ofGT : For every nodev ∈ D of T = (D,→, ρ) we in-
troducem := |Vϕ| copies(v, x) for x ∈ Vϕ. TheS-relations between these nodes
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are determined by the propositionsp1, . . . , pn: The interpretation ofr ∈ S contains all
k-tuples (k = ar(r)) ((su1, y1), . . . , (suk, yk)) for which there exist1 ≤ i ≤ n and
u ∈ [1, d]∗ with |u| = di, pi ∈ ρ(su), Ri = r(Xj1y1, . . . ,X

jkyk), andut = u[: jt]
for 1 ≤ t ≤ k. This is a particular case of anMSO-transduction [6] with copy num-
berm. It is therefore possible to compute from a givenMSO-sentenceη over the sig-
natureS an MSO-sentenceη′ such thatGT |= η ⇔ T |= η′. But the problem is
that in our situationη is theBool(MSO,WMSO+B)-formulaα, and it is not clear
whetherMSO-transductions (or even first-order interpretations) are compatible with
the logicWMSO+B. Nevertheless, there is a simple solution. LetVϕ = {x1, . . . , xm}.
From a Kripked-treeT = ([1, d]∗,→, ρ) we build an extended(d + m)-Kripke tree
T e = ([1, d + m]∗,→, ρe) as follows: Let us fix new propositionsq1, . . . , qm (one
for each variablexi) that do not occur in theMSO-sentenceψ and such thatρ(v) ∩
{q1, . . . , qm} = ∅ for all v ∈ [1, d]∗. We define the new labeling functionρe as follows:

ρe(v) = ρ(v) for v ∈ [1, d]∗

ρe(vi) = {qi−d} for v ∈ [1, d]∗, d+ 1 ≤ i ≤ d+m

ρe(viu) = ∅ for v ∈ [1, d]∗, d+ 1 ≤ i ≤ d+m,u ∈ [1, d+m]+

It is easy to write down an MSO-sentenceβ such that for every(d + m)-Kripke tree
T ′ we haveT ′ |= β if and only if T ′ ∼= T e for some Kripked-treeT . Moreover,
since the old Kripked-treeT is MSO-definable withinT e, we can construct from the
MSO-sentenceψ a newMSO-sentenceψe such thatT |= ψ if and only if T e |= ψe.
Finally, let q(x) =

∨m

i=1 qi(x). Then, the nodes ofGT are in a natural bijection with
the nodes ofT e that satisfyq(x): If T e |= q(u) for u ∈ [1, d + m]∗, then there is a
uniquei ∈ [1,m] such thatT e |= qi(u) andu = v(i+d). Then we associate the nodeu
with node(v, xi) of GT . By relativizing all quantifiers in theBool(MSO,WMSO+B)-
formulaα to q(x), we can construct aBool(MSO,WMSO+B)-formulaαe such that
GT |= α if and only if T e |= αe.

It follows that there is a Kripked-treeT such thatT |= ψ andGT |= α if and only
if there is a Kripke(d+m)-treeT ′ such thatT ′ |= (β ∧ ψe ∧ αe). Sinceβ ∧ ψe ∧ αe

is aBool(MSO,WMSO+B)-formula, the latter is decidable by Thm. 3.

6 Concrete domains over the integers

The main technical result of this section is:

Proposition 13. Z from (1) has the propertyEHomDef(Bool(MSO,WMSO+B)).

SinceZ is negation-closed (see Ex. 1) our main result follows by Thm. 9:

Theorem 14. SATCTL∗(Z) is decidable.

We prove Prop. 13 in three steps. First, we show that the structure(Z, <) has the prop-
ertyEHomDef(WMSO+B). Then we extend this result to the structure(Z, <,=) and,
finally, to the full structureZ.

As a preparation of the proof, we first define some terminologyand then we char-
acterize structures that allow homomorphisms to(Z, <) in terms of their paths. Let
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A = (A, I) be a countable{<}-structure. We identifyA with the directed graph(A,E)
whereE = I(<). When talking about paths, we always refer to finite directedE-paths.
The length of a path(a0, a1, . . . , an) (i.e., (ai−1, ai) ∈ E for 1 ≤ i ≤ n) is n. For
S ⊆ A andx ∈ A \ S, a path fromx to S is a path fromx to some nodey ∈ S. A path
fromS to x is defined in a symmetric way.

Lemma 15. We haveA � (Z, <) if and only if

(H1) A does not contain cycles, and
(H2) for all a, b ∈ A there isc ∈ N such that the length of all paths froma to b is

bounded byc.

Proof. Let us first show the “only if” direction of the lemma. Supposeh is a homo-
morphism fromA to (Z, <). The presence of a cycle(a0, . . . ak−1) in A (k ≥ 1,
(ai, ai+1 modk) ∈ E for 0 ≤ i ≤ k − 1) would imply the existence of integers
z0, . . . zk−1 with zi < zi+1 modk for 0 ≤ i ≤ k − 1 (wherezi = h(ai)), which is
not possible. Hence, (H1) holds.

Suppose now thata, b ∈ A are such that for everyn there is a path of length at
leastn from a to b. If d = h(b) − h(a), we can find a path(a0, a1 . . . , ak) with a0 =
a, ak = b andk > d. Sinceh is a homomorphism, this path will be mapped to an
increasing sequence of integersh(a) = h(a0) < h(a1) < · · · < h(ak) = h(b). But
this contradictsh(b)− h(a) = d < k. Hence, (H2) holds.

For the “if” direction of the lemma assume thatA is acyclic (property (H1)) and
that (H2) holds. Fix an enumerationa0, a1, a2, . . . of the countable setA. Forn ≥ 0 let
Sn := {a ∈ A | ∃i, j ≤ n : (ai, a), (a, aj) ∈ E∗}, which has the following properties:

(P1) Sn is convex w.r.t. the partial orderE∗: If a, c ∈ Sn and(a, b), (b, c) ∈ E∗, then
b ∈ Sn.

(P2) Fora ∈ A \ Sn all paths betweena andSn are “one-way”, i.e., there do not exist
b, c ∈ Sn such that(b, a), (a, c) ∈ E∗. This follows from (P1).

(P3) For alla ∈ A \ Sn there exists a boundc ∈ N such that all paths betweena and
Sn have length at mostc. Let can ∈ N be the smallest such bound (hence, we have
can = 0 if there do not exist paths betweena andSn).

To see (P3), assume that there only exist paths fromSn to a but not the other way
round (see (P2)); the other case is symmetric. If there is no bound on the length of paths
from Sn to a, then by definition ofSn, there is no bound on the length of paths from
{a0, . . . , an} to a. By the pigeon principle, there exists0 ≤ i ≤ n such that there is no
bound on the length of paths fromai to a. But this contradicts property (H2).

We build our homomorphismh inductively. For everyn ≥ 0 we define functions
hn : Sn → Z such that the following invariants hold for alln ≥ 0.

(I1) If n > 0 thenhn(a) = hn−1(a) for all a ∈ Sn−1

(I2) hn(Sn) is bounded inZ, i.e., there existz1, z2 ∈ Z such thathn(Sn) ⊆ [z1, z2].
(I3) hn is a homomorphism from the subgraph(Sn, E ∩ (Sn × Sn)) to (Z, <).

For n = 0 we haveS0 = {a0}. We seth0(a0) = 0 (any other integer would be also
fine). Properties (I1)–(I3) are easily verified. Forn > 0, there are four cases.
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Case 1.an ∈ Sn−1, thusSn = Sn−1. We sethn = hn−1. Clearly, (I1)–(I3) hold forn.

Case 2.an /∈ Sn−1 and there is no path froman to Sn−1 or vice versa. We set
hn(an) := 0 (andSn = Sn−1 ∪ {an}). In this case (I1)–(I3) follow easily from the
induction hypothesis.

Case 3.an /∈ Sn−1 and there exist paths froman to Sn−1. Then, by (P2) there do not
exist paths fromSn−1 to an. Hence, we have

Sn = Sn−1 ∪ {a ∈ A | ∃b ∈ Sn−1 : (an, a), (a, b) ∈ E∗}.

We have to assign a valuehn(a) for all a ∈ A \ Sn−1 that lie along a path froman to
Sn−1. By (I2) there existz1, z2 ∈ Z with hn−1(Sn−1) ⊆ [z1, z2]. Recall the definition
of can−1 from (P3). For alla ∈ A \ Sn−1 that lie on a path froman to Sn−1, we set
hn(a) := z1 − can−1. Since there are paths froma to Sn−1, we havecan−1 > 0. Hence,
for all a ∈ Sn \ Sn−1, hn(a) < z1. Let us check thathn : Sn → Z satisfy (I1)– (I3):
Invariant (I1) holds by definition ofhn. For (I2) note thathn(Sn) ⊆ [z1 − cann−1, z2].

It remains to show (I3), i.e., thathn is a homomorphism from(Sn, E ∩ (Sn × Sn))
to (Z, <). Hence, we have to show thath(b1) < h(b2) for all (b1, b2) ∈ E ∩ (Sn×Sn).

– If b1, b2 ∈ Sn−1, thenhn(b1) = hn−1(b1) < hn−1(b2) = hn(b2) by induction
hypothesis.

– If b1 ∈ Sn \ Sn−1 andb2 ∈ Sn−1, we know thathn(b2) = hn−1(b2) ≥ z1 while
hn(b1) < z1 by construction. This directly implieshn(b1) < hn(b2).

– If b2 ∈ Sn \Sn−1 andb1 ∈ Sn−1, then(b1, b2) ∈ E and by assumptionb2 must be
on a path froman to Sn−1 which contradicts (P2).

– If both b1 andb2 belong toSn \ Sn−1 thenhn(bi) := z1 − cbin−1 for i ∈ {1, 2}

Since(b1, b2) ∈ E, we havecb1n−1 > cb2n−1. This implieshn(b1) < hn(b2).

Case 4.an /∈ Sn−1 and there exist paths fromSn−1 to an. For all a ∈ Sn \ Sn−1 =
{a ∈ A \ Sn−1 | a belongs to a path fromSn−1 to an}, sethn(a) = z2 + can−1. The
rest of the argument goes analogously to Case 3.

This concludes the construction ofhn. By (I1) limit function h =
⋃

i∈N hi exists.
By (I3) andA =

⋃

i∈N Si, h is a homomorphism fromA to (Z, <). ⊓⊔

Proposition 16. (Z, <) has the propertyEHomDef(WMSO+B).

Proof. We translate the conditions (H1) and (H2) from Lemma 15 intoWMSO+B.
Cycles are excluded by the sentence¬ECycle< (Example 2). Moreover, for an acyclic
{<}-structureA we haveA |= ∀x∀y BPaths<(x, y) (see also Example 2) if and only
if for all a, b ∈ A there is a boundb ∈ N on the length of paths froma to b. Thus,
A � (Z, <) if and only ifA |= ¬ECycle< ∧ ∀x∀y BPaths<(x, y). ⊓⊔

Next, we extend Prop. 16 to the negation-closed structure(Z, <,=). To do so let us
fix a countable{<,=}-structureA = (A, I). Note thatI(=) is not necessarily the
identity relation onA. Let∼ = (I(=)∪ I(=)−1)∗ be the smallest equivalence relation
onA that containsI(=). Since∼ is the reflexive and transitive closure of the first-order
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definable relationI(=) ∪ I(=)−1, we can construct aWMSO-formulaϕ̃(x, y) (using
thereach-construction from Ex. 2) that defines∼. Let

E< = ∼ ◦ I(<) ◦ ∼ i.e., the relation defined by the formula (2)

ϕ<(x, y) = ∃u ∃v (ϕ̃(x, u) ∧ u < v ∧ ϕ̃(v, y)). (3)

With Ã = (Ã, Ĩ) we denote the∼-quotient ofA: It is a{<}-structure, its domain is the
setÃ = {[a]∼ | a ∈ A} of all ∼-equivalence classes. and for two equivalence classes
[a]∼ and[b]∼ we have([a]∼, [b]∼) ∈ Ĩ(<) iff there area′ ∼ a andb′ ∼ b such that
(a′, b′) ∈ I(<). Let us write[a] for [a]∼. We have:

Lemma 17. A � (Z, <,=) if and onlyÃ � (Z, <).

Proof. Supposeh : A → (Z, <,=) is a homomorphism. Sincea ∼ b impliesh(a) =
h(b), we can define a mappingh′ : Ã → Z by h′([a]) = h(a) for all [a] ∈ Ã. Now
let a, b ∈ A such that([a], [b]) ∈ Ĩ(<). Then there area′ ∼ a and b′ ∼ b such
that (a′, b′) ∈ I(<). Thereforeh′([a]) = h(a′) < h(b′) = h′([b]). Henceh′ is a
homomorphism.

For the other direction, suppose thath : Ã → (Z, <) is a homomorphism. We
defineh′ : A → Z by h′(a) = h([a]) for all a ∈ A. If a, b ∈ A are such that
(a, b) ∈ I(=) then [a] = [b] and thereforeh′(a) = h′(b). If a, b ∈ A are such that
(a, b) ∈ I(<) then([a], [b]) ∈ Ĩ(<), whenceh′(a) = h([a]) < h([b]) = h′(b). Thus,
h′ is a homomorphism. ⊓⊔

In the next lemma, we translate the conditions for the existence of a homomorphism
from Ã to (Z, <) into conditions in terms ofA.

Lemma 18. The following conditions are equivalent:

– Ã satisfies the conditions (H1) and (H2) from Lemma 15.
– The graph(A,E<) is acyclic and for alla, b ∈ A there is a boundc ∈ N such that

all E<-paths froma to b have length at mostc.

Proof. The proof is straightforward once we notice that any path inÃ corresponds
to a path in(A,E<). More precisely,([a0], . . . , [ak]) is a path in the graph̃A (i.e.,
([ai], [ai+1]) ∈ Ĩ(<) for all 0 ≤ i < k) if and only if (a0, . . . , ak) is a path in(A,E<).
It follows directly, that there is a cycle in(A,E<) if and only if there is a cycle inÃ.
Moreover, for alla, b ∈ A, there is a boundc ∈ N on the length ofE<-paths froma to
b if and only if there is a bound on the length of paths between[a] and[b] in Ã. ⊓⊔

Proposition 19. (Z, <,=) has the propertyEHomDef(WMSO+B).

Proof. Our aim is to find a(WMSO+B)-formulaϕ such that for all{<,=}-structures
A, A |= ϕ if and only ifA � (Z, <,=). LetA = (A, I) be a{<,=}-structure. We use
the notations introduced before Lemma 17. By Lemma 17 and 18 we have to construct
a (WMSO+B)-formula expressing thatA has noE<-cycles and for alla, b ∈ A there
is a boundc ∈ N on the length ofE<-paths froma to b. For this, we can use the formula
constructed in the proof of Prop. 16 with< replaced by the formulaϕ< from (3). ⊓⊔
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We will later also need the following variants of Prop. 19:

Proposition 20. (N, <,=) and(Z \ N, <,=) have propertyEHomDef(WMSO+B).

Proof. We prove the proposition only for(N, <,=), the statement for(Z \ N, <,=)
can be shown analogously. LetA = (A, I) be a{<,=}-structure. Define the relation
E< as in (2). By adapting our proof for Prop. 19, one can show thatA � (N, <,=) if
and only ifA does not containE<-cycles and for eacha ∈ A there is a boundc such
that anyE<-path from some node ofA to a has length at mostc. This is (WMSO+B)-
expressible by the sentence¬ECycleϕ< ∧ ∀y BZ ∃x Pathϕ<(x, y, Z). ⊓⊔

In the rest of this section, we prove Prop. 19 for the full structureZ from (1), which is
defined over the infinite signatureS = {<,=}∪{=c| c ∈ Z}∪{≡a,b| 0 ≤ a < b}. By
the definition ofEHomDef(Bool(MSO,WMSO+B)) we have to compute from a finite
subsignatureσ ⊆ S aBool(MSO,WMSO+B)-sentenceϕσ that defines the existence
of a homomorphism toZ when interpreted over aσ-structureA. Hence, let us fix a
finite subsignatureσ ⊆ S. We can assume that

σ = {<,=} ∪ {=c| c ∈ C} ∪ {≡a,b| b ∈ D, 0 ≤ a < b}

for finite non-empty setsC ⊆ Z andD ⊆ N \ {0, 1}. Definem = min(C) and
M = max(C). W.l.o.g. we can assume thatm ≤ 0 andM ≥ 0. Let A = (A, I)
be a countableσ-structure. In order to not confuse the relationI(=) with the identity
relation onA, we write in the followingE=(x, y) for the atomic formula expressing that
(x, y) belongs to the relationI(=). Similarly, we writeEc(x) for the atomic formula
expressing thatx ∈ I(=c). Instead of≡a,b(x) we writex ≡ a modb.

Definex ≤ y ⇔ (x < y ∨ E=(x, y) ∨ E=(y, x)) and theMSO-formula

ϕbounded(x) = ∃y ∃z
(

∨

c∈C

Ec(y) ∧
∨

c∈C

Ec(z) ∧ reach≤(y, x) ∧ reach≤(x, z)
)

.

LetB = {a ∈ A | A |= ϕbounded(a)}. We call the induced substructureB := A↾B the
“bounded” part ofA. Every homomorphism fromB to Z has to mapB to the interval
[m,M ]. Thus, a homomorphismh : B → Z can be identified with a partition ofB into
M −m+ 1 setsBm, . . . , BM , whereBi = {a ∈ B | h(a) = i}. It follows that:

Lemma 21. There is anMSO-sentenceϕB such that for everyS-structureA with
bounded partB, we haveB � Z if and only ifA |= ϕB .

Proof. By definition of the bounded part, any homomorphism fromB to Z maps all
elements ofB to a value from the interval[m,M ]. Thus, a homomorphismh : B → Z
can be identified with a partition ofB intoM −m+ 1 setsBm, . . . , BM , whereBi =
{a ∈ B | h(a) = i}. Hence, theMSO-sentence states that there exists a partition ofB
intoM−m+1 setsBm, . . . , BM such that the corresponding mappingh : B → [m,M ]
preserves all relations fromσ. For this we define formulas that express the following,
whereX = (Xm, . . . , XM ) is a tuple ofM −m+ 1 many second-order variables.

– ϕpart(X) expresses thatX forms a finite partition.
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– ϕ<(X) expresses that the partition preserves the relationI(<).
– ϕ=(X) expresses that the partition preserves the relationI(=).
– ϕconst(X) expresses that the partition preserves all relationsI(=c).
– ϕmod(X) expresses that the partition preserves all relationsI(≡a,b).

These formulas can be defined as follows:

ϕpart = ∀x
∨

i∈[m,M ]

(

x ∈ Xi ∧
∧

j∈[m,M ]
i6=j

x 6∈ Xj

)

,

ϕ< = ∀x ∀y
∧

i,j∈[m,M ]
i≥j

¬(x < y ∧ x ∈ Xi ∧ y ∈ Xj),

ϕ= = ∀x ∀y
∧

i,j∈[m,M ]
i6=j

¬(E=(x, y) ∧ x ∈ Xi ∧ y ∈ Xj),

ϕconst = ∀x
∧

c∈C

(

Ec(x) → x ∈ Xc

)

,

ϕmod = ∀x
∧

0≤a<b∈D

(

x ≡ a modb→
∨

i∈[m,M ]
i≡a modb

x ∈ Xi

)

.

Letψ = ∃Xm · · · ∃XM (ϕpart∧ϕ<∧ϕ=∧ϕconst∧ϕmod) and letϕB be the relativization
ψ to the bounded part defined byϕbounded(x). Then,A |= ϕB if and only if B |= ψ if
and only if there is a homomorphismhB : B → Z. ⊓⊔

Similar toB we define three other parts of aσ-structure by theWMSO-formulas

ϕgreater(x) = ¬ϕbounded(x) ∧ ∃y
(

ϕbounded(y) ∧ reach≤(y, x)
)

,

ϕsmaller(x) = ¬ϕbounded(x) ∧ ∃y
(

ϕbounded(y) ∧ reach≤(x, y)
)

,

ϕrest(x) = ¬(ϕbounded(x) ∨ ϕgreater(x) ∨ ϕsmaller(x)).

Moreover, letG = {a ∈ A | A |= ϕgreater(a)}, S = {a ∈ A | A |= ϕsmaller(a)}, and
R = {a ∈ A | A |= ϕrest(a)}. LetN = Z↾N andN = Z↾Z\N. Then we have:

Lemma 22. A � Z iff
(

B � Z,A↾G∪S∪R � Z,A↾G � N , andA↾S � N
)

.

Proof. The “only if” direction is straightforward. Just note that for a homomorphism
h : A → Z, h(G) is bounded below bym andh(S) is bounded above byM .

For the “if” direction, assume that there are

– a homomorphismhB : B → Z,
– a homomorphismhR : A↾G∪S∪R → Z,
– a homomorphismhG : A↾G → N , and
– a homomorphismhS : A↾S → N .
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Let δ =
∏

b∈D b ≥ 1 and defineh : A → Z by

h(a) =



















hB(a) if a ∈ B,

hR(a) if a ∈ R,

max(hR(a), hG(a)) + δ · (M + 1) if a ∈ G,

min(hR(a), hS(a)) + δ · (m− 1) if a ∈ S.

Note thatM < h(a) for everya ∈ G (recall that we assumeM ≥ 0) and thus

∀a ∈ B ∀a′ ∈ G : h(a) < h(a′). (4)

Similarly, we have
∀a ∈ S ∀a′ ∈ B : h(a) < h(a′). (5)

Clearly,(a, a′) ∈ I(=) implies thata anda′ belong to the same part (B, G, S, orR),
which impliesh(a) = h(a′). Moreover, if(a, a′) ∈ I(<), then we we have one of the
following cases:

(a) a, a′ belong to the same part,
(b) a ∈ S, a′ ∈ G,
(c) a ∈ B, a′ ∈ G,
(d) a ∈ S, a′ ∈ B,
(e) a ∈ S, a′ ∈ R,
(f) a ∈ R, a′ ∈ G.

In cases (a), (b), (e), and (f) we geth(a) < h(a′) by using the homomorphismshB,
hG, hS , hR. In cases (c) (resp., (d)) we geth(a) < h(a′) from (4) (resp., (5)). Finally,
the unary constant predicates and modulo predicates are preserved because we build the
homomorphism from homomorphism that preserve these predicates. ⊓⊔

We need some conventions on modulo constraints. A sequence(a1, b1), . . . , (ak, bk)
with 0 ≤ ai < bi ∈ D for 1 ≤ i ≤ k is contradictory, if there is no numbern ∈ N such
thatn ≡ ai modbi for all 1 ≤ i ≤ k. In the following letCSk denote the set of con-
tradictory sequences of lengthk. It is straightforward to show that every contradictory
sequence contains a contradictory subsequence of length atmostℓ := max{2, |D|}.

Recall that∼ is the smallest equivalence relation containingI(=) and that∼ is
defined by theWMSO-formula ϕ̃(x, y). We call aσ-structureA = (A, I) modulo
contradictingif there is a∼-class[c], elementsc1, c2, . . . , ck ∈ [c], and a contradictory
sequence(a1, b1), . . . , (ak, bk) such thatci ∈ I(≡ai,bi) for all 1 ≤ i ≤ k.

The followingWMSO-formulaϕmodconexpresses that aσ-structure is modulo con-
tradicting, where we writesa(j) (resp.sb(j)) for the first (resp. second) entry of the
j-th element of the sequences ∈ CSk:

ϕmodcon=
∨

2≤k≤ℓ

∨

s∈CSk

∃x1 · · · ∃xk
∧

i,j≤k

ϕ̃(xi, xj) ∧
∧

j≤k

xj ≡ sa(j) modsb(j)

Lemma 23. Letσ′ = σ \ {=c | c ∈ Z}. LetA = (A, I) be aσ′-structure.
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– A � Z iff A is not modulo contradicting and(A, I(<), I(=)) � (Z, <,=).
– A � N iff A is not modulo contradicting and(A, I(<), I(=)) � (N, <,=).

Proof. The “only if” directions are obvious. For the “if” directions, assume thatg :
(A, I(<), I(=)) → (Z, <,=) is a homomorphism and thatA is not modulo contra-
dicting. Let

δ =
∏

b∈D

b.

Hence, for eachc ∈ A there is a number0 ≤ mc ≤ δ − 1 such that for alld ∼ c, if
d ∈ I(≡a,b) (where0 ≤ a < b ∈ D) thenmc ≡ a modb. Settingh(c) = δ · g(c) +mc

we obtain a homomorphismh : A → Z. The statement forN follows in the same
way. ⊓⊔

Proof of Prop. 13.Let A = (A, I) be aσ-structure. We defined a partition ofA
intoB,G, S, andR. Since membership in each of these sets is (WMSO+B)-definable,
we can relativize any (WMSO+B)-formula to any of these sets. For instance, we write
ϕG for the relativization ofϕ to the substructure induced byG. Let ϕB be theMSO-
formula from Lemma 21, and forC ∈ {Z,N,Z \N} letϕC be a formula that expresses
A � (C,<,=), see Prop. 19 and 20. ThenA |= (ϕB∧ϕG∪S∪R

Z ∧ϕGN ∧ϕ
S
Z\N∧¬ϕmodcon)

iff A � Z due to Lemmas 22 and 23. ⊓⊔

7 Extensions, Applications, Open Problems

A simple adaptation of our proof forZ shows thatQ = (Q, <,=, (=q)q∈Q) has the
propertyEHomDef(Bool(MSO,WMSO+B)) as well:A = (A, I) � Q iff (i) (A,E<)
is acyclic, whereE< is defined as in (2), (ii) there does not exist(a, b) ∈ E+

< (the
transitive closure ofE<) with a ∈ I(=p), b ∈ I(=q) andq ≤ p, and (iii) there do not
exista ∼ b with a ∈ I(=p), b ∈ I(=q), andq 6= p.

Let us finally state a simple preservation theorem forA-satisfiability forCTL∗(S).
Assume thatA andB are structures over countable signaturesSA andSB, respectively,
and letB be the domain ofB. We say thatA is existentially interpretablein B if there
existn ≥ 1 and quantifier-free first-order formulasϕ(y1, . . . , yl, x1, . . . , xn) and

ϕr(z1, . . . , zlr , x1,1, . . . , x1,n, . . . , xar(r),1, . . . , xar(r),n) for r ∈ SA

over the signatureSB, where the mappingr 7→ ϕr has to be computable, such thatA is
isomorphic to the structure({b ∈ Bn | ∃c ∈ Bl : B |= ϕ(c, b)}, I) with

I(r) = {(b1, . . . , bar(r)) ∈ Bar(r)n | ∃c ∈ Blr : B |= ϕr(c, b1, . . . , bar(r))} for r ∈ SA.

Proposition 24. If SATCTL∗(B) is decidable andA is existentially interpretable inB,
thenSATCTL∗(A) is decidable too.

Proof. Letψ be aCTL∗(SA)-formula. LetVψ be the set of constraint variables that oc-
cur inψ. We use the notations introduced before Prop. 24. Let us choose new variables
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xi, yx,j, andzr,k for all 1 ≤ i ≤ n, x ∈ Vψ , 1 ≤ j ≤ l, r ∈ SA, and1 ≤ k ≤ lr.
Define theCTL∗(SB)-formula

θ = ψ′ ∧ AG
∧

x∈Vψ

ϕ(yx,1, . . . , yx,l, x1, . . . , xn)

(G is the derived temporal operator for ‘globally”), whereψ′ is obtained fromψ by
replacing inψ every constraint

r(Xi1x1, . . . ,X
iar(r)xar(r))

by the boolean formula

ϕr(X
dzr,1, . . . ,X

dzr,lr ,X
i1x1,1, . . . ,X

i1x1,n, . . . ,X
iar(r)xar(r),1, . . . ,X

iar(r)xar(r),n),

whered = max{i1, . . . , iar(r)}. Using arguments similar to those from the proof of
Lemma 10, one can show thatψ isA-satisfiable if and only ifθ isB-satisfiable. ⊓⊔

Examples of structuresA that are existentially interpretable in(Z, <,=), and hence
have a decidableSATCTL∗(A)-problem are (i)(Zn, <lex,=) (for n ≥ 1), where<lex

denotes the strict lexicographic order onn-tuples of integers, and (ii) the structure
AllenZ, which consists of allZ-intervals together with Allen’s relationsb (before),a
(after),m (meets),mi (met-by),o (overlaps),oi (overlapped by),d (during),di (con-
tains),s (starts),si (started by),f (ends),fi (ended by). In artificial intelligence, Allen’s
relations are a popular tool for representing temporal knowledge.

Our technique can be also extended to the logicECTL∗ [15,16] that extendsCTL∗

by the ability to specify arbitraryMSO-properties of infinite paths (instead ofLTL-
properties forCTL∗). For this one only has to extend Thm. 8 (tree model property for
CTL∗ with constraints) toECTL∗ with constraints. The proof is the same as in [9].

It remains open to determine the complexity ofCTL∗-satisfiability with constraints
overZ, see the last paragraph in the introduction. Clearly, this problem is2EXPTIME-
hard due to the known lower bound forCTL∗-satisfiability. To get an upper complexity
bound, one should investigate the complexity of the emptiness problem for puzzles
from [1] (see Lemma 5). An interesting structure for which the decidability status for
satisfiability ofCTL∗ with constraints is open, is({0, 1}∗,≤p, 6≤p), where≤p is the
prefix order on words, and6≤p is its complement. It is not clear, whether this structure
has the propertyEHomDef(Bool(MSO,WMSO+B)).

Acknowledgments. We are grateful to Szymon Toruńczyk for fruitful discussions.
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