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Abstract. Face images in different modalities are often encountered in many 
applications, such as face image in photo and sketch style, visible light and 
near-infrared style. As an active yet challenging task, cross-modality face syn-
thesis aims to transform face images between modalities. Many existing me-
thods successfully recover global features for a given photo, however, fail to 
capture fine-scale details in the synthesis results. In this paper, we propose a 
two-step algorithm to tackle this problem. Firstly, KNN is used to select the K 
most similar patches in training set for an input patch centered on each pixel. 
Then combination of patches is calculated for initial results. In the second step, 
guided image filtering is used on initial results with test photo as guidance. 
Fine-scale details can be transferred to the results via local linear transforma-
tion. Comparison experiments on public datasets demonstrated the proposed 
method is superior to the state-of-the-art method in simultaneously keeping 
global features and enhancing fine-scale details. 

Keywords: Photo-sketch synthesis · Guided image filtering · KNN · Local  
linear transformation 

1 Introduction 

In many cases, we can obtain face image pairs of the same person in different modali-
ties, such as face image in photo or sketch style, visible light (VIS) or near-infrared 
(NIR) style, etc. For example, since there are difficulties in obtaining photos of the 
criminal suspects, sketches of suspects are usually drawn by artists to hunt them. 
However, drawing face sketches is both time consuming and restricted by painting 
level of artists. Face images under NIR are on good condition and unaffected by visi-
ble lights in the environment. So, face recognition [1] using NIR images is contribu-
tive. Thus, automatic cross-modality face synthesis plays an important role in law 
enforcement. Besides, face sketch can also be applied to digital entertainment [2,3,4]. 
Studies on cross-modality face synthesis problem has been carried out for several 
years. And a number of algorithms had been proposed. Among these existing ap-
proaches, there are several representative ones. Linear subspace learning-based ap-
proaches [5,6,7] are based on the assumption that each output patch can be generated 
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by using a linear combination of the selected ܭ nearest neighbors. But the synthesis 
results tend to be over-smoothed and lose some details. Sparse representation-based 
method is also an important branch [8,9]. Image patches could be sparsely represented 
by an over-complete dictionary of atoms. Although it is effective to use sparse coding 
and dictionary learning to address this problem, it needs excessive time to learn the 
dictionary and mapping between dictionaries in different modalities.  

In this paper, we propose a detail-enhanced approach for cross-modality face syn-
thesis. Our method is composed of two steps. In the first step, we adopt KNN algo-
rithm [10] to select the ܭ most similar patches in training dataset for input patch 
centered on each pixel of input photo. Then combination of the ܭ patches is calcu-
lated for generating the initial synthesis result. Second, we recover some fine-scale 
details of facial features on initial result by introducing guided image filtering [11]. 
Input test photo image is regarded as the guidance image, and initial synthesis result 
constructed by the KNN algorithm is input image. With the help of guidance image, 
we can keep global features while enhancing fine-scale details. 

The remainder of this paper is organized as follows. In Section 2, we review the re-
lated work on cross-modality face synthesis, especially photo-sketch synthesis. Sec-
tion 3 describes the proposed method, including the K-NN-based step and the guided 
image filtering-based step. Section 4 presents our experiments results. Finally, some 
conclusion remarks are presented in Section 5. 

2 Related Work 

In this section, we briefly review several work on recent cross-modality face synthe-
sis. By far, most studies focused on face sketch synthesis, while NIR face synthesis 
received relatively less attention. The first kind of method is forward method. Tang et 
al. [5] presented a photo-to-sketch transformation method based on eigentransform by 
exploiting PCA. And their approach is based on the following assumption: the process 
of photo-to-sketch can be approximated as linear. However, this assumption is too 
strong because the mapping between photo and sketch may be nonlinear. Inspired by 
LLE (locally linear embedding), Liu et al.[12] proposed a nonlinear approach based 
on local linear preservation of geometry between photo and sketch and achieved bet-
ter results. 

Another kind of method is based on MRF [13], which characterizes the pixel-wise 
dependency and can generate smooth results. For example, Tang et al. [14] proposed 
a multi-scale MRF model for face photo-sketch synthesis and recognition. And they 
also applied face photo-sketch synthesis method to face recognition [15]. Zhou et al. 
[16] presented a weighted Markov random fields method to overcome the drawbacks 
that MRF-based method [14] cannot synthesize new sketch patches. 

Besides, the sparse representation-based approaches also play an important role in ac-
complishing image reconstruction. A series of work for photo-sketch synthesis based on 
sparse representation have been proposed in [8], [17], and [18]. Yang et al. [17] proposed 
a two-step method based on sparse coding to address the problem of FSR (face super-
resolution). Their model was then utilized by Chang et al. [8] for face photo-sketch  
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We denote the ܂୮ as a patch centered at a pixel p in the test photo and ܁୮ as the 
estimated corresponding sketch patch. The linear combination of searched the ܭ 
most similar patches from training sketch patch is formulated as, ܁୮ ൌ ∑ ௣௞௄௞ୀଵݓ ۷୮୩,                       (1) 

where ۷୮୩ is one of the ܭ most similar sketch image patches selected by using KNN 
search, and ݓ௣௞ is the calculated coefficient. The KNN method is summarized in 
Algorithm-1.  
 

Algorithm-1. KNN-based initial synthesis 
Input: Training photo image ܺ and sketch image ܻ, test face photo ܫ, patch size ݏ, search radius ݎ, number of candidates ܭ 
1. Divide ܺ, ܻ and ܫ into patches respectively 
2. Search for the ܭ most similar patches 
3. Calculate the linear coefficients ݓ௣௞ in Eq. 1. 

4. Get the initial sketch image ܫ’ by Eq. 1. 
Output: Initial sketch ܫ’ 

3.2 Guided Image Filtering-Based Algorithm 

The sketch image generated by using KNN-based synthesis is over-smoothed and lack 
of fine-scale details. To enhance more fine-scale details on the sketch images, in this 
section, we set sketch image generated by KNN-based synthesis as an initial sketch 
image, and introduce the guided image filtering to enhance the details based on the 
original gray-scale image as a guidance image. 

Guided Image Filtering. Guided filtering proposed by He et al. [11] is an efficient 
image filtering method, whose output is based on local linear transform of guidance 
image. Guidance image can be the input image or another different image. With the 
help of guidance image, filtering output image can fully obtain details of the guidance 
image, meanwhile, keep overall characteristics of the input image. Guided image 
filtering is both effective and efficient in a flurry of applications, such as edge-aware 
smoothing, detail enhancement, etc. 

Denote ܫ as the guidance image, q as output. In [11], the filter output in pixel ݅ is 
represented by the following formula, ݍ௜ ൌ ܽ௞ܫ௜ ൅ ܾ௞, ݅׊ א ߱௞,                        (2) 

where ߱௞ is a window centered at the pixel ݇, and the ܽ௞ and ܾ௞ are the linear 
coefficients assumed to be constant in ߱௞. And a square window of radius ݎ is used. 
To calculate the linear coefficients ܽ௞ and ܾ௞, they define the mapping as the fol-
lowing, ݍ௜ ൌ ௜݌ െ ݊௜,                            (3) 
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where ݍ௜ is the output, ݌௜  is the input, and ݊௜ is noise. Therefore, a minimization 
function can be defined, ܧሺܽ௞, ܾ௞ሻ ൌ ∑ ሺሺܽ௞ܫ௜ ൅ ܾ௞ െ ௜ሻଶ݌ ൅ ߳ܽ௞ଶሻ௜אఠೖ ,               (4) 

where ߳ is the regularization parameter. The Equation (4) is the linear ridge regres-
sion model [22], and  ܽ௞ and ܾ௞ can be calculated by, ܽ௞ ൌ భ|ഘ| ∑ ூ೔௣೔ିఓೖ௣ೖ೔אഘೖఙೖమାఢ ,                         (5) ܾ௞ ൌ ௞݌ െ ܽ௞ߤ௞,                           (6) 

where ߤ௞ and ߪ௞ଶ are the mean and variance of ܫ in the window ߱௞, |߱| is the 
number of pixels in ߱௞. For the reason that one pixel can be calculated repeatedly in 
all window which it is in, an average values of ݍ௜ should be computed. So, the Equa-
tion (2) is reformulated as, ݍ௜ ൌ ଵ|ఠ| ∑ ሺܽ௞ܫ௜ ൅ ܾ௞ሻ௞|௜אఠೖ .                     (7) 

After computing ܽ௞ and ܾ௞ for all windows ݓ௞, the linear function can be reformu-
lated as, ݍ௜ ൌ ܽ௜ܫ௜ ൅ ܾ௜,                 (8) 

where ܽ௜ ൌ ଵ|௪| ∑ ܽ௞௞א௪೔  and ܾ௜ ൌ ଵ|௪| ∑ ܾ௞௞א௪೔  are the average coefficients of all 

windows overlapping ݅. 
 

Algorithm-2. Guided filter-based enhancement
Input: Initial sketch ܫ’, test face photo ܫ, window radius ݎԢ,  

regularization Ԗ 1. ݉݁ܽ݊ூ ൌ ௠݂௘௔௡ሺܫሻ      ݉݁ܽ݊ூᇱ ൌ ௠݂௘௔௡ሺܫԢሻ     ܿݎݎ݋ூ ൌ ௠݂௘௔௡ሺכ.ܫ ூூᇱݎݎ݋ܿ     ሻܫ ൌ ௠݂௘௔௡ሺכ.ܫ  Ԣሻܫ
ூݎܽݒ  .2 ൌ ூݎݎ݋ܿ െ ݉݁ܽ݊ூ.כ ݉݁ܽ݊ூ     ܿݒ݋ூூᇱ ൌ ூூᇱݎݎ݋ܿ െ ݉݁ܽ݊ூ.כ ݉݁ܽ݊ூᇱ 
3.  ܽ ൌ ூݎܽݒூூᇲ./ሺݒ݋ܿ ൅ ߳ሻ 
4. ܾ ൌ ݉݁ܽ݊ூᇱ െ כ.ܽ  ݉݁ܽ݊ூ 
5. ݉݁ܽ݊௔ ൌ ௠݂௘௔௡ሺܽሻ     ݉݁ܽ݊௕ ൌ ௠݂௘௔௡ሺܾሻ 
ᇱᇱܫ  .6 ൌ ݉݁ܽ݊௔.כ ܫ ൅ ݉݁ܽ݊௕ 
Output: Final sketch ܫԢԢ 

Enhancement with Guided Image Filtering. To utilize its detail-enhancing capabili-
ty, guided filtering is adopted to refine the output of KNN algorithm for the  
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(a) ݎᇱ = 1 (b) ݎԢ = 2 (c) Ԣ = 4 (d)ݎ  ᇱ = 8ݎ

Fig. 2. Photo-sketch synthesis results of the proposed method with different ݎԢ values. 

synthesis of final face sketch image. More concretely, we at first obtain the initial 
sketch image estimate via KNN in Algorithm-1, then let ܫ denote the test face image 
as guidance image, we can utilize the Eq. (8) to filter the initial sketch.  We summar-
ize the proposed method in Algorithm-2, where ௠݂௘௔௡ is a mean filter. The proposed 
approach involves two aspects: the KNN approach and the refinement algorithm using 
guided image filtering. It should be noted that our approach uses the test face photo as 
guidance for filtering, and the initial sketch generated by KNN as input of guided 
image filtering. While [20] selects generated initial sketch to guide the test face photo, 
this makes the results more similar with the face photo. 

4 Experimental Results 

In this section, we evaluate the proposed algorithms. The KNN algorithm [12] is set 
as the baseline. Firstly, different parameter settings are tested for evaluating our pro-
posed approach. Then, we compare the results with the baseline algorithm, MRF  
method [14] and the SSD method [20] on the benchmark datasets. Further, we  
demonstrate that the proposed method can also be used in other applications such as 
VIS-NIR image synthesis, and the results are showed. 
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(a) (b)  (c) (d)  (e) (f) 

Fig. 3. Photo-sketch synthesis results. (a) photos; (b) results by MRF [14]; (c) results by K-NN 
search; (d) results by SSD [20]; (e) results by our method; (e) sketches drawn by artists. 
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4.1 Evaluation on the CUHK Benchmark Dataset 

We evaluated our proposed algorithm on CUHK student dataset [14]. The dataset 
consists of 188 pairs of photo-sketch pair images, in which 88 pairs are used for train-
ing and the rest of images are used for testing. In our experiments, the search radius  ݎ is set to be 8 pixels around each pixel. ܭ, the number of candidate patches, is set 
to be 10 and the patch size ݏ is 5 ൈ 5. The radius of window ݎԢ  is set to be 2, and 
the regularization parameter Ԗ is set to 0.5 during processing of the guided image 
filtering. Our algorithm in experiments is coded in MATLAB and run on the comput-
er with Intel(R) Xeon(R) CPU E3-1230 v3 @ 3.30GHz. 

Fig. 2 shows synthesis results with different radius of window in guided image fil-
tering. The larger the value of ݎԢ, the more details kept from the guidance image. 
However, if value of ݎԢ is too big, synthesis results would be too similar with photo. 
In order to maintain sketch-style while retrieving some details, we adopt ݎԢ = 2 for 
guided image filtering in our following experiments. Fig. 3 shows the synthesis re-
sults and demonstrates that our method is better on enhancing fine-scale detail infor-
mation compared with the KNN algorithms, MRF [14] and SSD method [20], e.g. 
hair, eyes, and other facial parts. 

Further, we compared running time of the proposed method with the other two ap-
proaches. Among these methods, SSD is the most efficient method in generating 
sketches on good condition, which takes 4.97 seconds in average for synthesizing one 
sketch. The average runtime of MRF method is about 103.84 seconds. And for our 
method, the average running time is 57.46 seconds in KNN, and it is 0.007 seconds in 
the process of guided image filtering. Table 1 shows the comparison of three methods 
in runtime. It is worth noting that the algorithm of SSD is implemented with C++ and 
our program is unoptimized in MATLAB. 

Table 1. Speed (sec.) comparison of three method 

Method MRF SSD Proposed 
Time 103.84 4.97 57.47 

4.2 Visible-to-Near-Infrared Face Synthesis 

Our model can also be used in other applications such as VIS-NIR face synthesis. The 
experiment was conducted on the CASIA NIR database [1] which contains 400 pairs 
of faces. 280 pairs are used for training and others are used for testing. Each pairs of 
faces has one face photo image and one corresponding NIR image. In this experiment, 
we set the search radius ݎ to 8 pixels around each pixel, the number of candidates ܭ 
is 10 and the patch size ݏ is 5 ൈ 5 for baseline method. The radius of window ݎԢ is 
set to be 5, and the regularization parameter Ԗ is 0.5 for guided image filtering. Syn-
thesis results are shown in Fig. 4. From the experimental results, we can see that our 
method can effectively address the problem of losing details and has much less arti-
facts than the baseline. 
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