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Abstract. The mysterious and beautiful aurora represents various physical 
meaning, thus the classification of aurora images have significant scientific val-
ue to human beings. Principal component analysis network (PCANet) has 
achieved good results in classification. But when using PCANet to extract the 
image features, it transform original image into a vector, so that the structure in-
formation of the image are missing. Compared with PCA, 2DPCA is based on 
2D image matrices rather than 1D vectors so that 2DPCA can use the structure 
information of original image more efficiently and reduce the computational 
complexity. Based on PCANet, we develop a classification method of aurora 
images, 2-dimension PCANet (2DPCANet). To evaluate 2DPCANet perfor-
mance, a series of experiments were performed on two different aurora databas-
es. The classification rate across all experiments was higher using 2DPCANet 
than PCANet. The experiment results also indicated that the classification time 
is shorter using 2DPCANet than PCANet. 

Keywords: Aurora image · Deep learning · Principle component analysis · 
PCANet · 2DPCANet 

1 Introduction 

Aurora is the magnificent light when the solar wind travels the magnetosphere of high 
altitude areas near the north and south poles of the earth. The aurora is not only re-
lated to the earth's atmosphere and geomagnetic field, but also related to the solar 
eruption of high-speed charged particles. When charged particles are emitted by the 
sun toward the earth into the scope of the earth magnetic field, they travel along the 
earth's magnetic field lines into the upper atmosphere near the north and south poles 
under the influence of the magnetic field, and then inspire visible light after proton 
collisions, and finally become a high-profile, we call it aurora. 

Aurora phenomenon is not only a simple optical phenomenon, but also an impor-
tant way for understanding the atmospheric physics. Different forms of the aurora 
imply different physical meanings. Therefore, the highly efficient classification of 
aurora images has very important value in scientific research. 

From 1964 till now, Akasofu [1], Hongqiao Hu [2], and the Chinese polar research 
center [3] have divided the aurora into different types. For a long time, the aurora was 
divided into arc aurora and corona aurora. The corona aurora was further divided  
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into drapery corona, radial corona and hot-spot corona. In 2015, on the basis of arc 
aurora and corona aurora, the Chinese polar research center considers that corona 
aurora contains two types aurora: drapery corona and radial corona. Hot-spot corona 
aurora is regarded as anther aurora. So now the most significance aurora types are arc 
aurora, drapery corona aurora, and radial corona aurora. According to this, we classify 
these three types aurora effectively in this paper to discover the mechanism from them 
and provide an effective analysis for aurora physics research. 

In 2004,Syrjasuoet al. [4] have firstly introduced the image processing and ma-
chine visual technology into the classification of the aurora image, and employ the 
texture feature of the aurora image to classify its shape as arc, block, omega and 
south-north shape. Since the texture structure of the aurora image in the complex 
background is not clear, the classification accuracy of the aurora image is not high.  
In 2007, Qian Wang et al. [5] have extracted the gray scale features of the aurora 
image by the principal component analysis (PCA) to divide it into the arc type, the 
corona type and the hybrid types, to achieve better classification efficiency. In 2008, 
Lingjun Gao et al. [6] have proposed the classification method of the aurora image 
based on Gabor transform to reduce the characteristic redundancy and to ensure the 
characteristic effectiveness and the classification. In 2009, Rong Fu et al. [7] has 
combined the analysis of the aurora image with the morphology to greatly improve 
the classification accuracy between the arc-like and corona aurora images. In 2010, 
Yuru Wang et al. [8, 9] have obtained the classification algorithm of the aurora image 
based on X-GLAM characteristics by modifying the GLAM field, in order to improve 
the classification precision, but its computational complexity is high. In 2013, Bing 
Han, et al. [10] employed the Salient Coding method to classify the features of aurora 
images, and Bing Han, et al. [11] proposed an aurora image classification method 
based on latent dirichlet allocation with saliency information, which improves the 
classification accuracy of the arc aurora. 

According to the analysis of the existing algorithms, there are several critical prob-
lems on the highly effective classification of the aurora image, how to effectively 
extract the aurora feature, how to reduce the algorithm complexity and to improve the 
algorithm efficiency simultaneously. 

With the development of the science and technology, convolutional deep neural 
network architecture [12], [13] consists of multiple trainable stages stacked on top of 
each other, followed by a supervised classifier. PCANet cascading two-layer PCA in 
[14] has been referred as a simple deep learning network to obtain the well efficiency 
in classification owing to that PCA in [15] has been referred as the data processing 
method with the advantages of revealing the essence of things and simplifying com-
plex problems. However, in the PCA-based classification technique, the 2-dimention 
image matrices must be previously transformed into a vector, which ignores its struc-
tural information and leads to a high-dimensional image vector space. It is difficult to 
evaluate the covariance matrix accurately due to its large size and the relatively small 
number of training samples. While, 2-Dimention PCA (2DPCA) in [16] is a 
straightforward image projection technique for image feature extraction. Compared 
with PCA, 2DPCA is based on 2D image matrices rather than 1D vectors so that 
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2DPCA can use the structure information of original image more efficiently and re-
duce the computational complexity. 

In this paper, we propose deep-learning classifications of the aurora image, two-
staged 2DPCANet by full employing its structure information in order to increase the 
classification accuracy and to reduce the elapsed time. 

The remainder of this paper is organized as follows: In section 2, the background 
of PCANet is reviewed. The ideal of the proposed two-staged 2DPCANet are de-
scribed in section 3. In section 4, experimental results and analysis are presented. The 
final one is conclusion. 

2 The PCA Network 

PCANet is a deep learning network for image classification in [14]. It comprises 
components: cascaded PCA, binary hashing, and block-wise histograms and em-
ployed to learn multistage filter banks. This architecture can be designed and learned 
extremely easily and efficiently.  

Assume that N  input training images 1{ }N
i i of size m n  are given and trained in 

the PCANet system. The patch size is 1 2k k  at all stages and suppose that the number 
of filters in layer i is iL . 

 

Fig. 1. Illustration of how the proposed PCANet extracts features from an image through three 
simplest processing components 

2.1 The First Stage: PCA 

1. Take a 1 2k k  patch around each pixel and collect all patches of the i th input im-
age: 1 2

, 1 , 2 , mn, , , k k
i i ix x x R  ,where ,i jx denotes the j th patch in the i th input image; 

2. Calculate patches mean and compute mean-removed patch from each patch to get
,1 ,2 ,mn, , ,i i i iX x x x    , where ,i jx is a mean-removed patch. 

3. By dealing all input image with the same steps and putting them together, we ob-
tain ( )1 2

1 2, , , k k Nmn
NX X X X R       ; 

4. PCA minimizes the reconstruction error within a family of orthonormal filters, i.e.,

1 2 1 1

2min || | , . .|
k k L

TT
LFV

X VV VX s tV I





, where 
1L

I  is identity matrix of size 1 1L L ; 
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5. The PCA filters can be expressed as 1 2

1 2

1
, ( ( )) k kT

l k k lW mat q XX R   , 11, 2, ,l L  , where 

1 2, ( )k kmat v  is a function that maps v  to a matrix W . 

2.2 The Second Stage: PCA 

Just like repeating the process as the first stage, the l th filter output of the first stage 
can be 1* , 1,2, ,l

l
i i W i N    . Just as the first stage, collect all the patches of l

i , com-

pute mean-removed patch from each patch and form , ,1 , ,2 , ,mn[ , , , ]i l i l i l

l
iY y y y  . The matrix 

collecting all mean-removal patch of the l th filter output can be defined as
1 2(k k )

1 2[ , , , ] R Nmnl l l l
NY Y Y Y    , and concatenate lY for all the filter outputs as

1 1 2 1(k k )1 2[ , , , ] RL L NmnY Y Y Y    . Then, obtain the PCA filters of the second stage  
as 1 2

1 2

2
, ( ( )) k kT

l k k lW mat q YY R   , 21,2, ,l L  . We can achieve 2L outputs for each input l
i of 

the second stage:   22

1

l
i

Ll
i l l

O W


  . 

2.3 Output Layer 

For the outputs from the second stage, we binaries these outputs and get   22

1
( * )

Ll
i l l

H W


  . 
Convert binary bits of each pixel from each outputs bake into a decimal number. 
Then, we can get single integer-valued “images”: 2

1 2

1
2 ( * )

L
l l

i
l

l
i lH W



  . Partition each of 

the images into B blocks. Then, concatenate all the B histograms into one vector after 
compute the histogram of the decimal values in each block and denote as  i

lBhist  . 
After encoding process, the feature of the i th input image is defined as:

      11
221 T[ , , ]
L L B

i i
L
if Bhist Bhist R   . 

3 The 2DPCA Network 

2DPCA is based on 2-dimention image matrices rather than 1-dimention vectors so 
that the structure information can be fully considered and the dimension can be re-
duced. In this section, we adopted the cascaded 2DPCA , the binary hashing, and 
block histograms to classify the aurora images. The proposed 2DPCANet model is 
illustrated in Fig. 2. 

Suppose that N  input training images 1{ }N
i i of size m n  are given and the number 

of filters in layer i  is iL .  

3.1 The First Stage: 2DPCA 

1. For each image, subtract image mean from each image to obtain iX  and putting 
them together to get ( )

1 2, , , m n N
NX X X X R      ; 
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Fig. 2. The detailed block diagram of the proposed (two-stage) 2DPCANet. 

 
2. 2DPCA minimizes the reconstruction error within a family of orthonormal filters, 

i.e., 
( 1 1)

2 , . .min || ||
m n L

T
FV

T
LX VV X s tV V I

 



, where 

1L
I  is identity matrix of size 1 1L L ; 

3. The 2DPCA filters can be expressed as 1
, ( ( )) m nT

l m n lW mat q XX R   , 11, 2, ,l L  , where 

, ( )m nmat v  is a function that maps v  to a matrix W , and ( )T
lq XX  is the l th primal ei-

genvectors of matrix TXX . 

3.2 The Second Stage: 2DPCA 

Almost repeating the same process as the first stage, set the l th filter output of the 
first stage is 1* , 1,2, ,l

l
i i W i N    . Before convolving i  with 1

lW , the boundary of i  
is zero–padded. Just as the first stage, we define ( )

1 2[ , , , ] Rl l l l m n N
NY Y Y Y     for the ma-

trix collecting all mean-removed image of l th filter output, and concatenate lY  for all 
the filter outputs as 1 1( )1 2[ , , , ] RL m n L NY Y Y Y    .Then, obtain the 2DPCA filters of the 
second stage as 2

, ( ( )) m nT
l m n lW mat q YY R   , 21,2, ,l L  . We will have 2L outputs for each 

input of the second stage:   22

1

l
i

Ll
i l l

O W


  . 
One can simply repeat the above process to build more (2DPCA) stages. 

3.3 Output Layer 

Binaries the outputs from the second stage and get   22

1
( * )

Ll
i l l

H W


 . Convert binary bits 
of each pixel from each outputs bake into a decimal number to get

2 1 2
1
2 ( * )L l l

i l
l

i lH W


   , whose every pixel is an integer in the range 2 10,2L    . Partition 
each of the images into B  blocks. Then, concatenate all the B  histograms into one 
vector after compute the histogram of the decimal values in each block and denote as

i 1
1W

1

1
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1
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 i
lBhist  . After encoding process, the feature of the i th input image is defined as:

      11
221 T[ , , ]
L L B

i i
L
if Bhist Bhist R   .  

4 Experiment Results and Analysis 

In this section, the proposed 2DPCANet classification scheme is evaluated by con-
ducting several classification and comparison experiments, and the experiment results 
are exhibited and analyzed then. 

4.1 Dataset 

The aurora data were obtained from the all-sky imagers at Yellow River Station 
(YRS) in Ny-lesund, Svalbard. The optical instruments at YRS capture photoemis-
sions at 427.8, 557.7, and 630.0nm, and the time interval between every two images is 
10 second. Dayside aurora images are divided into two categories: arc aurora, and 
corona aurora. The corona aurora can be further divided into drapery corona and radi-
al corona. Sample images from the three aurora shape categories are shown in Fig. 3. 

Experiments in this article, we adopt two kinds of aurora database. They were con-
centrated on the dayside aurora and selected from December 2003 to January 2004 to 
constitute the two different databases. Only auroras at 557.7 nm were adopted in con-
sideration of the image characteristics.  

The database I where images are unrelated in time domain contains 2400 aurora 
images which have 800 arc aurora images, 1600 corona aurora images (800 drapery 
corona and 800 radial corona). The aurora images of this database are all similar with 
standard aurora in morphology. The database II where images are related in time do-
main is larger than the database I and contains 11133 images. In database II, images 
are selected due to not only their morphology similarity, but also their physical devel-
opment of an aurora event. That is to say, the time interval of images with same class 
is so small in the database II. 

Compare two kinds of database on time and show in Fig. 4. We select the images 
form an aurora event. And different images with different time from this aurora event 
belong to the database I and the database II.  The numbers over each aurora image 
represent the time when the image was captured. When the blank space in the row of 
the database I are filled with a tick, it illustrates that the aurora image over the blank 
space are belonged to the database I. And the same to the row of  the database II. 

On the basis of two different aurora databases, we randomly select different num-
bers of aurora images used for training and testing. In addition, the numbers of aurora 
images for training are three times than the numbers of aurora images for testing. The 
labels of arc, drapery corona and radial corona are 1, 2 and 3, respectively. 
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Fig. 3. Typical categories of aurora. Columns from left to right are: (a) arc, (b) drapery corona, 
and (c) radial corona. 

1401 1411 1421 1431 1441 1451 1501 1511 1521 1531

Database I
Database II

An aurora 
event

 

Fig. 4. An aurora event (arc aurora).  

4.2 Classification Experiment for Parameters Setting 

In the experiments, we evaluate the performance of 2DPCANet-3, 2DPCANet-2, 
2DPCANet-1, PCANet-2, and PCANet-1. We select 600 aurora images used in the 
experiments. The numbers of arc, drapery corona, and radial corona are 200, respec-
tively. We select randomly 150 aurora images form each category used for training 
and the rest used for testing. In this part, the experiments are handled used this data 
set. 

We deal with the image classification used SVM classifier. Hence, the parameters 
in the SVM classifier should first be selected before the classification experiments are 
carried out. We conduct ten times cross validation. The selection results are shown in 
Fig.5. According to the performance of ten times cross validation, training and testing 
sets with optimal SVC parameters will be employed for constructing ROC curves. 

Then, we should found the optimal number of filters in the different stages in dif-
ferent layers. We vary the number of filters in the first stage 1L from 2 to 12 for one-
staged networks. When considering two-staged networks, we set 2 8L  and vary 1L  
from 4 to 24. At last, we set 2 314, 8L L  and vary 1L from 4 to 20 to adjust the number 
of filters at the first stage in three-staged networks. The results of the number of filters 
are shown in Fig. 6. One can see that 2DPCANet achieves better results than PCANet. 
Moreover, the accuracy of 2DPCANet and PCANet (for all staged networks) increas-
es for larger 1L . However, three-staged 2DPCANet achieves so lower classification 
accuracy rat.  

The optimal number of filters and the optimal parameters in SVM will improve the 
performance of feature analysis methods. 
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For verifying the performance of the proposed method and the other models, we 
take a group of comparison experiments on the data set according to the optimal pa-
rameters that we select. Due to the performance of 2DPCANet-3, we only compare 
2DPCANet-2, 2DPCANet-1, PCANet-2, and PCANet-1. The testing results of ROC 
curves are shown in Fig.7. 

It can be seen from Fig. 7 that 2DPCANet-2 possesses the biggest area under curve 
which shows the best performance in classification. For getting more statistical and 
persuasive results, Table 1 shows the average classification accuracy rate of different 
methods. More intuitive results can be found in Table 1. Each method is conducted 200 
times and the accuracy is the mean results of the 200 times classification procedures. 
We also find that 2DPCANet-2 performed better than others.  

 

 

Fig. 5. SVM parameter selection with three dimensional view of (two-stage) 2DPCANet 

  
Fig. 6. Classification accuracy of 2DPCANet and PCANet for varying number of filters in the 
first stage  

Fig. 7. The ROC curves of different classification methods 
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Table 1. The accuracy and generalized running time of different methods 

Classification method 
Feature 

dimensions 
Accuracy (%) 

Generalized running 
time(s) 

2DPCANet-2 75264 83 1.00 
2DPCANet-1 5376 69 0.52 

PCANet-2 75264 80 1.10 
PCANet-1 5376 64 0.61 

4.3 Classification Experiment on the Database I 

In order to evaluate the validity of the proposed method on the database I, experi-
ments are designed and conducted. First, we select randomly different numbers of 
aurora images for experiments. The image datasets are shown in Table 2. 2DPCANet-
2 is compared with 2DPCANet-1, PCANet-2, and PCANet-1. 

We set the optimal parameters of all method and SVM classifier. Then, the expe-
riments are conducted 200 times, and the final results are the average of them. Fig. 8 
shows the performance of our method and the other methods with different numbers 
dataset. We observe that, the classification accuracy of our proposed method is higher 
than the other methods. And 2DPCANet-2 acquired smooth faster than others. In 
addition, we compared our method with PCANet-2 in the generalized running time, as 
shown in Table 3. It illustrates that our method spend less time than others and the 
advantage of our method are obviously with the increasing of the numbers of dataset. 

Table 2.    Dataset of aurora images 

Num of data-
set 

2400 1800 1200 600 300 150 60 

Arc 800 600 400 200 100 50 20 
Hot-spot 800 600 400 200 100 50 20 
Corona 800 600 400 200 100 50 20 

 

Fig. 8. Average classification accuracy of different representations on the database I 
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Table 3. The generalized running time between 2DPCANet and PCANet 

Num of dataset 2400 1800 1200 600 300 150 60 

2DPCANet-2 1.00 1.00 1.00 1.00 1.00 1.00 1.00 
PCANet-2 1.20 1.19 1.17 1.03 1.06 1.07 1.02 

4.4 Classification Experiment Based on the Database II 

Imitate the experiments on the database I. We also select randomly different numbers 
of aurora images consisting datasets. As well as selecting the 8 sets from the database 
I, we select three more datasets from the database II to experiment. Compared 
2DPCANet-2 with 2DPCANet-1, PCANet-2, and PCANet-1, we obtain the classifica-
tion accuracy shown in Fig. 9 and generalized running time shown in Table 3. Ob-
viously, the classification accuracy of 2DPCANet-2 is higher and the running time is 
smaller than other methods.  

In contrast to PCANet, 2DPCANet has two important advantages. First, it reduces 
the data dimension of the aurora image by fully considering its structure information. 
Second, it required less time to determine the corresponding eigenvectors. 

 

Fig. 9. Average classification accuracy of different representations on the database II 

Table 4. The generalized running time between 2DPCANet and PCANet 

Num of 
dataset 

6000 4500 3000 2400 1800 1200 600 300 150 60 

2DPCANet-2 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 

PCANet-2 1.30 1.27 1.12 1.09 1.08 1.13 1.14 1.09 1.06 1.03 
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5 Conclusions 

In this paper, the structure of the cascaded 2DPCA ,the binary hashing, and block 
histograms has been employed to express the features of the aurora images, and the 3-
type classification operation of the aurora image has been executed in terms of the 
features inputted into the SVM classifier. From the experimental results, the proposed 
deep learning model, 2DPCANet, has increased the classification accuracy of the 
aurora image and reduced the running time. With the increasing number of aurora 
image, 2DPCANet can contribute to the research on aurora. 

Although the 2DPCANet processing of the aurora image increases the classifica-
tion accuracy, the 2DPCA just employs part structure information of the aurora im-
age, which must be solved in the future works. In addition, our future work also in-
cludes applying our method to other more databases. 
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