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Abstract. While assistive robotics (AR) have shown promise in supporting sen-

iors with daily life activities and psycho-social development, evaluation of AR 

systems present novel challenges. From a technical point of view, reproducing 

HRI experiments has been problematic due to the lack of protocols, standardi-

zation, and benchmarking tools, which ultimately impairs the evaluation of pre-

vious experiments. On the other hand, working with seniors with cognitive de-

cline presents a major design challenge for researchers, since communication 

skills, state of mind and attention of participants is compromised. To address 

these challenges, this paper presents practical recommendations and a protocol 

for conducting HRI experiments with seniors with mid cognitive decline (MCI). 

Keywords: Assistive technology, human-robot interaction, measurement and 

evaluation, experimental design. 

1 Introduction 

The worldwide elderly population is expected to reach approximately one billion in 

2030 and 1.5 billion in 2050 [1]. This global population ageing phenomenon is in-

creasing the burden of healthcare systems, who are looking for innovative solutions to 

satisfy this new demand while maintaining the quality and affordance of care deliv-

ery.   

One area of technology that shows promise in solving these challenges is the assis-

tive robotics (AR) [2]. AR assumes the primary role of providing help to carers or 

directly to patients. From automating physical tasks that a senior can no longer do to 

encouraging social behaviour, AR is a growing area of research with potential benefit 

for eldercare.      

The advance of effective methods and tools to evaluate human-robot interactions 

(HRIs) with seniors with cognitive decline is lacking. We have adopted and modified 

methods of testing and evaluating robots from the field of human-computer interac-

tion, but HRI is not identical [3]. Most importantly, the design methodology of HRI 

research studies that produce verifiable, reliable, and reproducible results has been a 

major challenge in the last decade [4]. Among other reasons, this is because the ex-

periment procedures have not been standardized [5].   



On the other hand, conducting studies upon patients with cognitive impairment 

represents always a challenge, even more, if considering psychological factors as state 

of mind, concentration and technology dexterity (i.e., [6, 7]). Cognitive impairment is 

a common problem within the elderly population with an occurrence rate of approxi-

mately 21.5 to 71.3 per 1,000 person-years in seniors [8]. The elderly population with 

cognitive impairments finds it difficult to distinguish and differentiate between simul-

taneous sensory stimulations and become confused easily. They also develop commu-

nication disorders which difficult their ability to express their views. Besides, ageing 

can reduce the ability to see, hear, and touch. All of these represent a challenge for 

researchers to gather useful and unbiased data. 

This highlights the need for developing common protocols as an open research is-

sue in HRI with seniors with cognitive decline. Therefore, this paper has the objective 

of proposing a protocol for evaluating HRI with seniors with mild cognitive decline 

(MCI). This study is for researchers working on live interactions, interaction with 

products of reduced functionality, mock-ups operated in Wizard-of-Oz mode and 

acted demo [9]. 

In section 2, we describe the methodology used in this study. Then, section 3 ex-

plores the design of the University of Plymouth’s Robot Home; a lab for the evalua-

tion of HRI. Next, section 4 presents practical guidelines for selecting senior partici-

pants with MCI. Section 5 explores the different techniques for collecting data during 

HRI experiments. Finally, section 6 proposes a protocol for conducting HRI experi-

ments with seniors with MCI. Conclusions and further research are presented in sec-

tion 7.   

2 Methodology  

This paper builds upon the lessons learned from setting up the University of Plymouth 

Robot Home lab for senior participants with cognitive decline, and the twenty-two 

dropout sessions made during the EHealth Productivity and Innovation in Cornwall 

and the Isles of Scilly EPIC project [10]. The lab resembles a living room that follows 

care environmental guidelines adopted from a desk research and expert consultation 

with occupational therapists.  

The study does not focus on patients with severe dementia, hearing or visual im-

pairments—this includes patients that suffer from hallucinations or low consciousness 

level. Instead, this paper gives recommendations for working with participants with 

MCI; “stage between the expected cognitive decline of normal ageing and the more 

serious decline of dementia” [11]. It can involve deterioration of memory, attention, 

and cognitive function that are greater than expected based on age and educational 

level. These subjects are becoming the focus of many studies and early intervention 

trials since MCI is about four-times greater than dementia [12]. Moreover, this paper 

does not discuss ethical concerns since they have been deeply covered by previous 

studies [13].  

 

 



 

3 An example of robotics lab for HRI: The Robot Home  

The Robot Home set up started in May 2019 and finished in September 2019. It 

was funded by the Interreg 2 Seas Mers Zeeën Ageing Independently (AGE’In) pro-

ject. The aim of the lab design was to create a facility that follows strict care envi-

ronmental guidelines for the evaluation of an HRI with seniors and vulnerable partici-

pants. A lab that will allow researchers to evaluate the acceptability and usability of 

AR technologies while supporting the integration of third party devices for the simu-

lation of different scenarios related to smart homes and independent living. Figure 1 

shows the lab that resembles a living room; a relatable, but a secure place that will 

reduce cognitive bias from experiment participants.  

 

 

Fig. 1. Robot Home, University of Plymouth. From left to right, the robots in the picture are; 

AMY A1, NAO, and QBo One.   

The project counted with the support of two interior designers, one architect, one 

multimedia engineer, and three occupational therapists from the University of Plym-

outh.  

The work was divided into four main activities; 

 Market Study; to identify AR, sensors and IoT devices for the evaluation and en-

hancement of HRI. 

 Multimedia Study; to identify the cameras, microphones and accessories needed, 

and the location of the same in the room.   

 Care Environment Design; to generate and evaluate different concepts for the de-

sign of the lab.  

 Implementation; including room adaptation, and setting up the equipment.  

The interior design team generated more than 25 different concepts. The most promis-

ing solutions were then evaluated by the architect and occupational therapist, and the 

design was refined through their feedback. The sofas of the room follow regulations 

on the seat height and depth, and arm height to allow participants to sit and stand up 

without difficulties. In the same way, the colour pattern of the room was chosen to 

generate a calm environment, but also to reduce light reflection and colour interfer-

ence while tracking people’s faces. 



The lab’s carpet is a non-slippery carpet, soft enough to provide some protection 

against injury from falls to people and robots, but not to interfere with the mobility of 

the systems. Finally, the blinds were placed to control the amount of natural light that 

enters the room and to hide the cameras to be placed behind. 

For the data collection, the room counts with four GoPro Hero 7 cameras and four 

modify GoPro with different lenses (Table 1). The cameras allow us to capture 1440 

resolution and 60 frames per second, with a 4:3 aspect ratio and wide field of view. 

The integrated application of the cameras allows us to control and monitor several 

cameras in real-time. The position of the cameras could be adjusted depending on the 

interaction setting, and they will support further studies. 

To analyse participants behaviour, the room has four Kinect Azure Cameras, for 

building computer vision and speech models (Table 1). The cameras will show in-

stance segmentation, 2D key points, and 3D joints. This provides a fully articulated 

body tracking of multiple participants. Besides, through Azure cognitive services, 

researchers will be able to detect and identify peoples’ emotions during the experi-

ments. Table 1 presents a list of the sensors used in the lab.  

In term of robotic platforms, the room counts with a NAO robot (commonly used 

as an example of socially assistive robots [14]), the AMY A1 telepresence robot (a 

commercially available telepresence robot used to explore how RAS could address 

social isolation issues [15]), and the Qbo One robot (a research platform used for its 

potential as a robot companion at home [16]). These robotic platforms will allow 

researchers to conduct different studies.    

For the integration of smart devices, the room counts with both Google Assistant 

and Alexa hub. This is complemented with two smartphones; Pixel 3a and iPhone 

XR, that allow researchers to evaluated AR technologies that work with mobile 

phones. Wearable devices such as the Apple Watch Series 4 and the Samsung Galaxy 

Watch allow researchers to monitor participants resting heart rate (while the user is 

not performing a physical activity), as a channel for gathering psychophysiological 

measurements.  

  

Table 1. Robot Home sensors  

 

The room also counts with four smart switches to control the heating and air condi-

tioning of the room to be used in home automation scenarios. The smart switches can 

also control indoor weather, light, and noise sensors for further applications.  

Sensor Item Description 

Camera  GoPro Hero 7 1440 resolution, 60 fps, 4:3 ratio 

Body Tracker Azure Kinect 2D and 3D joint extraction 

Microphone Azure Kinect On-board microphone array  

Facial/Emotion recognition   Azure Kinect Azure cognitive services 

Heart rate  Apple Watch 4 ECG monitor 

Room temperature Microbot Alert 
Temperature, humidity, air pres-

sure, light intensity, noise level 



 

4 Guidelines for participant selection  

It is important that researchers report the cognitive level of their experiment partici-

pants. However, identifying the cognitively level of seniors is a difficult task [17]. In 

the UK, a general practitioner, or a specialist at a memory clinic or hospital, can only 

diagnose MCI [18]. Therefore, relied first on the assessment records.  

If not available, there are tools to assess the cognitive impairment of seniors as the 

General Practitioner Assessment of Cognition [19], or the Mini-Cog test [20]. They 

are short validated tests that a researcher can use. Running these assessments provides 

a baseline for homogenous samples.  

 We recommend using the Montreal Cognitive Assessment (a screening tool broad-

ly use for detecting MCI [21]). It takes around ten minutes to administer and it also 

assesses the attention and verbal fluency of the senior. 

In the same way, it is important to measure the participants hearing and visual im-

pairments since this will influence the HRI.  

 We recommend using the Hearing Handicap Inventory for the Elderly Screening 

Version [22] and the Amsler grid for assessing visual loss [23], which are tests that 

are easy to conduct and assess.  

5 Guidelines for data collection  

Traditionally in HRI studies, there are three main methods to collect participants 

feedback: self-report, behavioural, and psychophysiological measures [4].  

5.1 Self-report measures 

Self-report measures are one of the most used methods in HRI. With questionnaires, 

researchers explore views of participants regarding the appearance, interaction, and 

overall satisfaction of the robot. These measures are easy to gather and analyse, in-

volving simple statistical techniques.  

 While working with self-report questionnaires with seniors with MCI, researchers 

should take into consideration the time between the interaction and the assessment. 

We have seen that between 15 to 30 minutes after the interaction, some seniors 

tend to forget sensible elements.  

 MCI affects the communication skills of the participants, who are no longer able to 

describe, in-depth, their feelings, attitudes and recommendations towards the tech-

nology being assessed.  

Questionnaires must be carefully designed and tested before beginning an experiment. 

The next clinical questionnaires constitute a useful source for researchers:  

 ICECAP-O [24] or the WEMWBS [25]: To assess senior general wellbeing. 



 CES-D [26] or Giervald scale [27]: To explore depression and loneliness of sen-

iors.  

 Duke Social Index or the Lubben Social Scale [27]: To assess social isolation.  

 SF-36 questionnaire [28]: To study HRI impact in senior general health.  

It is useful for HRI researchers to explore these tools since the wording and question 

structure allow them to frame their assessments under validated questionnaires’ pro-

tocols.  

5.2 Behavioural measures 

These measures focus on the conduct, functioning and actions performed by the par-

ticipants during experiments. 

The data is gathered through video recording or researchers’ observations. For in-

stance, valence and arousal, the time spent looking at the robot, the time mutually 

looking at a specific cue, or the time spent in open interaction with the robot. The 

analysis of the data frequently requires independent coders. For instance, [29] or [30] 

are some of the multiple examples of HRI that gather behavioural measures. 

Non-verbal communication is essential for evaluations. As ageing progresses, body 

language and physical contact become the main communication channel.  

 Gestures, facial expression and body language can be recorded and the video ana-

lysed by different coders.  

 We recommend using an open coding system by independent researchers, using a 

five-point Likert scale assessing valence and arousal. 

Arousal and valence scales can label quality and intensity of affective body lan-

guage by utilising a large range of affective states [31], disregarding if the participants 

are standing or seated.  These scales are effective in describing a persons’ affective 

behaviours during social interactions. Finally, valence and arousal had better charac-

terise experimental and clinical findings than a categorical emotional [32].  

5.3 Psychophysiology measures 

Psychophysiology measures focus on the interaction between the mind and body [33]. 

The most common measures used in controlled HRI experiments are electroenceph-

alography, heart rate variability, skin conductance response, interbeat interval, blood 

pressure, respiratory sinus arrhythmia and electromyography.  

 The use of psychophysiological measures is challenging while working with sen-

iors. For instance, while using electromyography techniques, locating the electrode 

placement, and making sure that the appropriate amounts of conducting gel or 

paste are being used, is a difficult task with seniors.  

 

While there are some devices that offer alternatives to the use of traditional EEG 

(i.e.; Emotiv EPOC+), these intrusive devices will only interfere with the results of 

the evaluation.  



 

 We do recommend the use of smartwatches capable of reading resting blood pres-

sure. Seniors have used watches before; thus, the technology will not overwhelm 

them.      

6 Experiment protocol  

Performing short-term pilots in the field of HRI has a major shortcoming: participants 

are every so often excited for interacting with a robot for the first time (this is the 

novelty effect). Besides, due to the loneliness that residents experience at care homes, 

seniors are eager to interact with researchers and provide positive feedback [13]. 

On the other hand, uncertainty, drastic changes on daily routine or loss of control 

affect deeply senior with MCI. To address these issues, we propose a protocol fo-

cussed on four pillars (Figure 2). 

  

 

Fig. 2. Summary of the experiment protocol.  

During the initial work;  

 First, contact the healthcare organization or family member regarding the study 

ethics concerns.  

 Then, schedule with the seniors’ caregivers an appropriate time for the experiment. 

During certain times seniors are more lucid or in a good mood.  

 One week before the experiment, request the caregivers to talk with the seniors 

about the experiment, about the robot that is visiting them and the day and hour 

when this will take place. If possible, ask the carers to show pictures or videos of 

the robot.  

 Visit the site before the evaluation. Choose the room where the study will take 

place, select the research participants, and have a first interaction with them.  

The day of the experiment, we recommend reducing contact with the participants 

while setting up. The day of the experiment; 

 Do the initial setup of the robot outside the experiment room.  

 Once ready, let the participant or participants enter the experiment room and sit 

down or stand up according to the experiment design.  

 Researchers should introduce themselves and explain the activity to the senior.  



 Once the senior feels at ease, start the recording equipment to be used in the re-

search.  

At this point, the robot will be ready to enter the experiment room: 

 Position it where the person can see it as clearly as possible. If the senior is sitting 

down, we recommend having the robot at the same level.  

 Let the subject interact freely with the robot, allowing the participant to become 

familiarized with the device while recording any feedback.  

 During this initial interaction, allow the carers to be in the experiment room.  

 Make sure that no application is running, except for those which are the focus of 

the experiment (i.e.; pre-program apps from the manufactures). 

 If the participant gets upset or distressed to the point where the experiment cannot 

begin; take the robot out of the room, allow carers to calm down the participants, 

and with their approval, repeat the robot introduction. 

This initial interaction could take between one to five minutes, depending upon senior 

engagement. If the senior level of consciousness is low, it is unlikely that the senior 

will react to the technology. Once this initial interaction has been completed; 

 Run the designed experiment.  

 The experiment time with each senior may vary, and rushing the senior will influ-

ence the evaluation.  

 Immediately after concluding the interaction, with the robot still in the room, pro-

ceed with any self-reported method chosen for the collection of data.  

 Prompt seniors to elaborate their answers by asking open-ended questions.  

 Listen patiently and work through to deeper questions of the evaluation. If the sen-

ior gets confused, or upset by the question, or by their communication skills, 

change the subject. The researcher can rephrase the question and ask it again later 

on.  

 The researcher should build upon the participants’ answers in order to avoid the 

senior feeling she/he is being interrogated.  

Finally, in long term pilots, it has been reported that once the experiment has con-

cluded, participants feel depressed due to the departure of the robot or the researchers. 

It is unethical therefore for the researcher to overlook this effect of the intervention. 

We strongly recommend for pilots that take more than two weeks to debrief seniors 

during the last day of the intervention that researchers and robotic platform will leave. 

7 Conclusion   

The aim of the paper was to guide HRI researchers while conducting experiments 

with seniors with MCI. Besides contributing to researchers without prior training in 

clinical sciences, we raise awareness about the importance of experiment standardiza-

tion.  

Conducting experiments with seniors with MCI is challenging. Communication de-

terioration, poor eyesight and hearing difficulties make the evaluation difficult. Sen-



 

iors get easily irritated with voice recognition technologies and new technologies can 

frighten them. On the other hand, evaluating how a senior reacts to and is affected by 

AR, is a methodological conundrum. The senior could be happy due to the novelty 

effect of the robot, or because of the interaction with people. Still, seniors could also 

be upset due to the change in their daily routine, or confused due to the presence of a 

robot. Researchers should follow guidelines to mitigate these effects.  

Working with care questionnaires to assess the cognition of our participants, hear-

ing and visual impairments, allow readers to understand and recreate our experiments. 

Clinical tests also allow researchers to understand the wording and framing of ques-

tions to support our evaluations.  

Finally, the HRI community needs to establish methods for AR first contact with 

seniors to ensure the integrity of the data collected and the seniors’ wellbeing. It is 

unethical for the researchers to focus only on the technology, and not in the interac-

tion that they are directly having on the experiment participants. Every time a re-

searcher enters a care establishment, they should follow a conduct protocol. 

To address these issues, this research has established recommendations presented 

as practical steps for researchers to follow. This is by no means an exhaustive list and 

will evolve with the state-of-the-art and the new opportunities that AR will bring.  
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