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Abstract

Consider the following parameterized counting variation of the classic subset sum prob-
lem, which arises notably in the context of higher homotopy groups of topological spaces:
Let v ∈ Qd be a rational vector, (T1, T2 . . . Tm) a list of d × d rational matrices, S ∈ Qh×d

a rational matrix not necessarily square and k a parameter. The goal is to compute
the number of ways one can choose k matrices Ti1 , Ti2 , . . . , Tik from the list such that
STik · · ·Ti1v = 0 ∈ Qh.

In this paper, we show that this problem is #W[2]-hard for parameter k. As a con-
sequence, computing the k-th homotopy group of a d-dimensional 1-connected topological
space for d > 3 is #W[2]-hard for parameter k. We also discuss a decision version of the
problem and its several modifications for which we show W[1]/W[2]-hardness. This is in con-
trast to the parameterized k-sum problem, which is only W[1]-hard (Abboud-Lewi-Williams,
ESA’14). In addition, we show that the decision version of the problem without parameter
is an undecidable problem, and we give a fixed-parameter tractable algorithm for matrices
of bounded size over finite fields, parameterized the matrix dimensions and the order of the
field.

1 Introduction

Topology is one of the most important and active areas of mathematics, emerging from vast
generalizations of geometry (see, e.g., [12] for a gentle introduction along this path). In full
generality, it studies fundamental properties of topological spaces, which generalize a broad
array of geometric objects (including manifolds, Hilbert spaces, algebraic varieties and even
embeddings of graphs). The concept of a topological space allows to speak in a very general
manner about the “shape” of a space, and a prime goal of topology consists in classifying spaces
according to their shapes. For instance, it is intuitively obvious that a mug with a handle and
a football should belong to distinct classes of shapes, for instance because one has a hole in
it and the other, preferably, does not. Whether or not, then, a mug with sharp edges and a
doughnut should belong to the same class is a different question, and good reasons exist for
choosing either way of answering it.

∗C.B. and V.K. were supported by Austrian Science Fund (FWF, project Y1329), K.S. was supported by
DFG Research Group ADYN via grant DFG 411362735, M.S. acknowledges support by the project “Grant
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Thus, clearly, any such classification depends on the precise way in which the classes are
defined and the structures provided on top of purely topological information (such as differential
information, i.e., about “sharp edges”); one particularly important way of doing so is to make
a single class out of all those shapes that can be deformed into each other according to specific
rules retaining. The usual notion of equivalence under deformation of shapes corresponding to
general topological spaces is furnished by homotopy, which, very roughly speaking, identifies
any two shapes that can be obtained from one another through arbitrary deformations without
“tearing” or “cutting” (and hence identifying the mug with the doughnut, while differentiating
both from the football).

Associated to this notion are the so-called homotopy groups of a topological space, denoted
πk, for k ≥ 1. The most intuitive of them is the group π1, which is often called the fundamental
group of the space. It captures certain data about the different ways that loops (that is,
closed curves in the space) can pass through the space. The higher homotopy groups (k >
1) correspond to ways of routing higher-dimensional “loops” in the space, and Whitehead’s
Theorem provides a crucial equivalence between the structure of homotopy groups and the
homotopy class of a broad category of topological spaces called CW-complexes [19, 20]. The
present paper deals with an intermediate problem related to the computation of homotopy
groups, which allows to show lower bounds for the complexity of computing the higher homotopy
groups of a topological space.

Before speaking about computational tasks associated with topological spaces, one needs to
define how a topological space is even represented. While the generality of the concept may
make it seem hard to come up with such a representation in general, the usual path taken
in computational topology is as follows: Many topological spaces can be described by finite
structures, e.g., by abstract simplicial complexes, which are simply collections of point sets
closed under taking subsets, and it hence suffices to provide the maximal subsets of a simplicial
complex to specify it in full. Such structure can then be used as an input for a computer and
therefore, it is natural to ask how hard it is to compute these homotopy groups of a given
topological space, represented by an abstract simplicial complex.

Novikov in 1955 [16] and independently Boone in 1959 [6] showed undecidability of the word
problem for groups. Their result also implies undecidability of computing the fundamental
group. In fact, even determining whether the fundamental group of a given topological space
is trivial is undecidable.

On the other hand, for 1-connected spaces (for those, whose π1 is trivial) it is known that
their πk for k > 1 are finitely generated abelians group which are always isomorphic to groups
of the form Zn ⊕ Zp1 ⊕ Zp2 ⊕ · · · ⊕ Zpm , where p1, . . . , pm are powers of prime numbers.1 An
algorithm for computing πk of a 1-connected space, where k > 1, was first introduced by Brown
in 1957 [7].

In 1989, Anick [4] proved that computing the rank of πk, that is, the number of direct sum-
mands isomorphic to Z (represented by n in the expression above) is #P-hard for 4-dimensional
1-connected spaces.2 Another computational problem called VEST, which we define below,
was used in Anick’s proof as an intermediate step. Briefly said, #P-hardness of VEST implies
#P-hardness of computing the rank of πk, which is the motivation for studying the problem in
the present article.

Vector Evaluated After a Sequence of Transformations (VEST). The input of this
problem defined by Anick [4] is a vector v ∈ Qd, a list (T1, . . . , Tm) of rational d × d matrices
and a rational matrix S ∈ Qh×d where d,m, h ∈ N.

1Note that Zn is a direct sum of n copies of Z while Zpi is a finite cyclic group of order pi.
2When k is a part of the input and represented in unary.
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For an instance of VEST let an M -sequence be a sequence of integers M1,M2,M3, . . .,
where

Mk := |{(i1, . . . , ik) ∈ {1, . . . ,m}k;STik · · ·Ti1v = 0}|.

Given an instance of VEST and k ∈ N, the goal is to compute Mk.
From an instance of VEST, it is possible to construct a corresponding algebraic structure

called 123H-algebra in polynomial time whose Tor-sequence is equal to the M -sequence of the
original instance of a VEST. This is stated in [4, Theorem 3.4] and it follows from [2, Theorem
1.3] and [3, Theorem 7.6].

Given a presentation of a 123H-algebra, one can construct a corresponding 4-dimensional
simplicial complex in polynomial time whose sequence of ranks (rk π2, rk π3, . . .) is related to
the Tor-sequence of the 123H-algebra. In particular, it is possible to compute that Tor-sequence
from the sequence of ranks using an FPT algorithm. (To be defined in the next paragraph).
This follows from [18] and [8]. To sum up, hardness of computing Mk of VEST implies hardness
of computing πk.

Parameterized Complexity and the W-hierarchy Parameterized complexity classifies
decision or counting computational problems with respect to a given parameter(s). For instance,
one can ask if there exists an independent set of size k in a given graph or how many independent
sets of size k (for counting version) are in a given graph, respectively, where k is the parameter.
From this viewpoint, we can divide problems into several groups which form the W-hierarchy.

FPT ⊆ W[1] ⊆ W[2] ⊆ · · · ⊆ XP

The class FPT consists of decision problems solvable in time f(k)nc, where f(k) is a com-
putable function of the parameter k, n is the size of input and c is a constant, while the class
XP consists of decision problems solvable in time cnf(k). The class W[1] consists of all problems
which admit a parameterized reduction to the satisfiability problem of a boolean circuit of con-
stant depth with AND, OR and NOT gates such that there is at most 1 gate of higher input
size than 2 on each path from the input gate to the final output gate (this number of larger
gates is called weft), where the parameter is the number of input gates set to TRUE. Here, a
parameterized reduction from a parameterized problem A to a parameterized problem B is an
algorithm that, given an instance (x, k) of A, in time f(k)nc produces an equivalent instance
(x, k′) of B such that k′ ≤ g(k), for some computable functions f(·), g(·), and a constant c. See
Figure 1 for an example of a reduction showing W[1]-completeness of finding independent set
of size k.

The class W[i] then consists of problems that admit a parameterized reduction to the satis-
fiablity problem of a boolean circuit of a constant depth and weft at most i, parameterized by
the number of input gates set to TRUE.

It is only known that FPT ⊊ XP, while the other inclusions in the W-hierarchy are not
known to be strict. However, it is strongly believed that FPT ⊊ W[1]. Therefore, one cannot
expect existence of an algorithm solving a W[1]-hard problem in time f(k)nc where f(k) is a
computable function of k and c is a constant. For the detailed presentation of W-hierarchy and
parameterized complexity in general we refer the reader to [13].

Analogously, one can define classes FPT and XP for counting problems. That is, a class of
counting problems solvable in time f(k)nc or cnf(k), respectively. Problems for which there is
a parameterized counting reduction to a problem of counting solutions for a boolean circuit of
constant depth and weft at most i then form class #W[i]. Note that there are decision problems
from FPT whose counting versions are #W[1]-hard, e.g., counting paths or cycles of length k
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Figure 1: A boolean circuit solving the problem of existence of an independent set of size k
in the graph on the left. There is an independent set of size k in the graph if and only if the
boolean circuit outputs TRUE for an input consisting of exactly k true values.

parameterized by k [14]. Similarly to the decision case, if a counting problem is shown to be
#W[i]-hard for some i one should not expect existence of an algorithm solving this problem in
time f(k)nc. For more details on parameterized counting we refer the reader to [14].

In our case, the number k of the homotopy group πk plays the role of the parameter. In
2014 Čadek et al. [9] proved that computing πk (and thus, also computing the rank of πk) is in
XP parameterized by k.

A lower bound for the complexity from the parameterized viewpoint was obtained by Ma-
toušek in 2013 [15]. He proved that computing Mk of a VEST instance is #W[1]-hard. This
also implies #W[1]-hardness for the original problem of computing the rank of higher homotopy
groups πk (for 4-dimensional 1-connected spaces) for parameter k. Matoušek’s proof also works
as a proof for #P-hardness and it is shorter and considerably easier than the original proof of
Anick in [4].

In this paper, we strengthen the result of Matoušek and show that computingMk of a VEST
instance is #W[2]-hard. Our proof is even simpler than the previous proof of #W[1]-hardness.

Theorem 1. Given a VEST instance, computing Mk is #W[2]-hard when parameterized by k.

Theorem 1 together with the result of Anick [4] implies the following.

Corollary 2. Computing the rank of the k-th homotopy group of a d-dimensional 1-connected
space for d > 3 is #W[2]-hard for parameter k.

Remark 3. Note that computing Mk of a VEST instance is an interesting natural self-contained
problem even without the topological motivation. We point out that our reduction showing
#W[2]-hardness of this problem uses only 0, 1 values in the matrices and the initial vector v.
Moreover, each matrix will have at most one 1 in each row. Therefore, such construction also
shows #W[2]-hardness of computing Mk of a VEST instance in the Z2 setting. That is, for the
case when T1, T2, . . . Tm ∈ Zd×d

2 , S ∈ Zh×d
2 and v ∈ Zd

2.

The Decision Version of VEST We also provide a comprehensive overview of the parame-
terized complexity of VEST as a decision problem, where given an instance of VEST one needs
to determine whether Mk > 0. In addition to the standard variant of the problem, we consider
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several modifications of VEST: when the matrices have constant size, when the matrix S is the
identity matrix, when we omit the initial vector and the target is identity/zero matrix etc.

Unfortunately, even considering the simplifications above, we show that nearly all versions
in our consideration are W[1]- or W[2]-hard. The following table is an overview of our results.

Size of matrices a) v and S b) only v c) only S d) no v, no S

1. 1× 1 P P
0 P P
I W[1]-hard W[1]-hard

2. 2× 2 W[1]-hard W[1]-hard
0

W[1]-hard W[1]-hard
I

3. input size W[2]-hard W[2]-hard
0 W[2]-hard W[2]-hard
I W[1]-hard W[1]-hard

The first column stands for the standard VEST while the second stands for the VEST without
the special matrix S or alternatively, for the case when S is the identity matrix. Therefore, the
hardness results for the first column follow from the second.

The third and the fourth columns are without the initial vector v. In this case, it is natural
to assume the following two targets for the result of the sought matrix product: the zero matrix
(the rows labeled by 0) and the identity matrix (the rows labeled by I). Again, the hardness
results for the third column follow from the fourth.

Regarding the 1 × 1 case, the only nontrivial case is when the target is I = 1. The W[1]-
hardness results for the 1 × 1 case also implies W[1]-hardness for the 2 × 2 case and the input
size case when the target is the identity matrix.

Therefore, in Section 3 we prove hardness for

• “1 d) I” (Theorem 6),

• “2 b)” (Theorem 8),

• “2 d) 0” (Theorem 7).

The #W[2]-hardness for “3 c)” follows from the proof of Theorem 1 (see Remark 5) and we show
that “3 b)” and “3 d) 0” are equivalent to “3 a)” under parameterized reduction (Theorems 9,
10).

Fixed-Parameter Tractability over Finite Fields Reductions from the previous section
show that VEST remains hard even on highly restricted instances, such as binary matrices with
all the ones located along the main diagonal, or matrices of a constant size. However, it turns
out that combination of this two restrictions – on the field size and the matrix sizes – makes
even the counting version of VEST tractable.

We proceed by lifting tractability to the matrices of unbounded size but with all non-zero
entries occurring in at most the p first rows.

Theorem 4. Given an instance of VEST and k ∈ N, computing Mk is FPT when parameterized
by |F| and p, if all but the first p rows of the input matrices are zeros.

The problem remains FPT with respect to |F| and p even if the task is to find the minimal
k for which the vanishing sequence of length k exists, or to report that there is no such k.

Undecidability of VEST Without Parameter In contrast, we show in the last section
(Section 5) that for F = Q the problem of determining whether there exists k such that Mk > 0
for an instance of VEST is an undecidable problem (even for the case where T1, . . . , Tm are of
size 4× 4).
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0 0 0 0
0 0 1 0
0 0 0 1
0 0 0 1


Figure 2: The submatrix of Tu consisting of rows and columns u1, . . . , u4. The rest of the
non-diagonal entries of Tu are zeros. The diagonal entries Tw1,w1

u for w ∈ N [u] are zeros, the
rest of the diagonal entries are ones.

2 The Proof of #W[2]-hardness of VEST

In this section, we prove that computing Mk of a VEST is #W[2]-hard (Theorem 1). Our
reduction is from the problem of counting dominating sets of size k which is known to be
#W[2]-complete (see [14]) and which we recall in the paragraph below.

For a graph G(V,E) and its vertex v ∈ V let N [v] denote the closed neighborhood of a
vertex v. That is, N [v] := {u ∈ V ; {u, v} ∈ E} ∪ {v}. A dominating set of a graph G(V,E) is a
set U ⊆ V such that for each v there is u ∈ U such that v ∈ N [u].

Number of dominating sets of size k

Input: A graph G(V,E) and a parameter k.
Question: How many dominating sets of size k are in G?

Proof of Theorem 1. As we said, we show an FPT counting reduction from the problem of
counting dominating sets of size k to VEST.

Let G = (V,E) be the input graph and let n = |V |. The corresponding instance of VEST
will consist of n matrices {Tu : u ∈ V } of size 4n×4n, one for each vertex, and matrix S of the
same size. Whence, the initial vector v must be of size 4n. For each vertex u ∈ V , we introduce
four new coordinates u1, . . . , u4 and set vu1 = 1,vu2 = vu3 = 0 and vu4 = 1.

We define the matrices {Tu : u ∈ V } and S by describing their behavior. Let x be a vector
which is going to be multiplied with a matrix Tu (that is, some intermediate vector obtained
from v after potential multiplications). The matrix Tu sets xw1 to zero for each w ∈ N [u],
which corresponds to domination of vertices in N [u] by the vertex u, and also sets xu2 to xu3

and xu3 to xu4 . The rest of the entries of x including xu4 are kept, see Figure 2.
The matrix S then nullifies coordinates u3, u4 and keeps the coordinates u1 and u2 for each

u ∈ V . In other words, S is diagonal such that Su1,u1 = Su2,u2 = 1 and Su3,u3 = Su4,u4 = 0.
The parameter remains equal to k.
For correctness, let u1, . . . , uk be any vertices from V , and let r be the vector obtained from

v after multiplying by the matrices Tu1 , . . . , Tuk (observe that the order of multiplication does
not matter since all Tu, u ∈ V , pairwise commute). By construction, for every vertex u ∈ V ,
the entry ru1 = 0 if and only u is dominated by some ui, i ∈ [k], and ru2 = 0 if and only if Tu

appears among Tu1 , . . . , Tuk at most once. Indeed, if Tu is selected once then ru2 = vu3 = 0
while if it is selected more than once then ru2 = vu4 = 1. If Tu is not among Tu1 , . . . , Tuk then
ru2 = vu2 = 0.

Therefore, r = Tu1 . . . Tukv is a zero vector if and only if u1, . . . , uk are pairwise distinct and
form the dominating set in G. This provides a one-to-one correspondence between subsets of
matrices yielding the solution of VEST and dominating sets of size k in G. It remains to note
that every such subset of matrices gives rise to k! sequences that have to be counted in Mk.
Hence, Mk = k!Dk where Dk is the number of dominating sets of size k in G. The reduction
is clearly FPT since the construction does not use parameter k and is polynomial in size of the
input.
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Remark 5. Note that the decision version of the problem of Dominating Sets of Size k is
W[2]-hard. For showing W[2]-hardness of the decision version of VEST we need not deal with
the repetition of matrices. In particular, we do not need the special coordinates u2, u3, u4 and
therefore, the corresponding instance of VEST can consist only of diagonal 0, 1 matrices of size
n× n.

3 Modifications of VEST

In this section, we prove hardness for the variants of the decision version of VEST we have
discussed in the introduction. First of all, we recall a well-known W[1]-hard k-Sum problem.
See also [1].

k-Sum

Input: A set A of integers and a parameter k.
Question: Is it possible to choose k distinct integers from A such that their sum is equal

to zero?

We note that in the versions of k-Sum studied in the literature the goal is to pick distinct
elements of the input set in order to achieve 0 or eventually another number. However, the
motivation for VEST, to the contrary, does not suggest that the matrices chosen for the product
have to be distinct. Thus, in order to model VEST by k-Sum, it is more natural to also allow
repetition of numbers. For our particular proofs, we will use the following version with target
number 1.

At-Most-k-Sum with Repetitions and Target 1

Input: A set A of integers and parameter k.
Question: Is it possible to choose at most k integers from A (possibly with repetition)

such that their sum is equal to 1?

We are not aware of any previous studies on parameterized complexity of At-Most-k-Sum
with Repetitions and Target 1, nor does it seem that there exists a simple parameterized
reduction from the original variant of the problem to the one with repetitions. Therefore, in
Appendix (see A, Theorem 15) we prove W[1]-hardness of this problem directly. Our reduction
is from the problem of k-Exact Cover, which is known to be W[1]-hard (see [11]).

k-Exact Cover

Input: A universe U , a collection C of subsets of U and a parameter k.
Question: Can U be partitioned into k sets from C?

When we assume multiplication instead of addition the following problem arises.

k-Product with Repetitions

Input: A set A of rational numbers and a parameter k.
Question: Is it possible to choose k numbers from A (possibly with repetitions) such that

their product is equal to 1?

W[1]-hardness for this problem might be a folklore result but we present a complete proof
using a reduction from k-Exact Cover.

Theorem 6. k-Product with Repetitions is W[1]-hard parameterized by k.
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Proof. We show a parameterized reduction from k-Exact Cover. For each element u ∈ U we
associate one prime pu, then for each C ∈ C we set iC := p

∏
c∈C pc where p is a prime which is

not used for any element from U and s := 1
pk

∏
u∈U pu

.

The integers iC for each C ∈ C and s then form the input for (k + 1)-Product with
Repetitions

If C1, C2, . . . , Ck ∈ C is a solution of k-Exact Cover then s
∏k

i=1 iCi = 1.
Conversely, let q1, q2, . . . , qk+1 be a solution of the constructed (k + 1)-Product with

Repetitions. First of all, note that s must be chosen precisely once. Indeed, all numbers
except for s are greater than 1 and thus, s must be chosen at least once. If it were chosen
more than once it would not be possible to cancel a power of pk in the denominator since
the numerator would contain at most pk−1. Therefore, the product of q1, q2, . . . , qk+1 is of the
form siCjk

iCjk−1
· · · iCj1

= 1 which means that each prime representing an element of U in the
denominator is canceled. In other words, each element of U is covered. Note also that since s
is chosen precisely once there cannot be any repetition within iCjk

iCjk−1
. . . iCj1

.
The reduction is parameterized since we only need the parameter k for k multiplications of

1
p and first n+1 primes, where n = |U |, can be generated in time O(n3) using, e.g., the Sieve of

Eratosthenes for (n+1)2. This follows from the fact, that the first n primes lie among 1, . . . , n2.
For more details we refer the reader to Lemma 16 in Appendix (A).

Let us now call the variant of VEST without S and v Matrix k-Product with Repe-
titions. As we have mentioned in the introduction we consider two cases regarding the target
matrix. Namely, the Identity matrix and the Zero matrix:

Matrix k-Product with Repetitions resulting to Zero Matrix

Input: A list of d× d rational matrices and a parameter k.
Question: Is it possible to choose k matrices from the list (possibly with repetitions) such

that their product is the d× d zero matrix?

Matrix k-Product with Repetitions resulting to Identity Matrix

Input: A list of d× d rational matrices and a parameter k.
Question: Is it possible to choose k matrices from the list (possibly with repetitions) such

that their product is the d× d identity matrix?

Note that Matrix k-Product with Repetitions resulting to Identity Matrix for 1×1
matrices is exactly k-Product with Repetitions. Therefore W[1]-hardness for Matrix k-
Product with Repetitions resulting to Identity Matrix for all matrix sizes follows
from Theorem 6.

Regarding Matrix k-Product with Repetitions resulting to Zero Matrix, we can
easily see that it is solvable in linear time for 1 × 1 matrices. Indeed, it is sufficient to check
whether Ti = 0 for some i. However, already for 2× 2 matrices the problem becomes hard.

Theorem 7. Matrix k-Product with Repetitions resulting to Zero Matrix is W[1]-
hard for parameter k even for 2× 2 integer matrices.

Proof. We reduce fromAt-Most-k-Sum with Repetitions and Target 1. For every integer
x let us define

Ux :=

(
1 x

0 1

)
.
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It is easy to see that UxUy = Ux+y. Let I be an instance of At-Most-k-Sum with Rep-
etitions and Target 1 with the set of integers A and parameter k. We create an equiv-
alent instance I ′ of Matrix (k + 2)-product with Repetitions with the set of matrices
{Ua : a ∈ A} ∪ {X}, where

X =

(
0 0

−1 1

)
.

For correctness, assume that I is a YES-instance and a1, . . . , aℓ ∈ A are such that ℓ ≤ k and∑ℓ
i=1 ai = 1. Consider the following product of ℓ+ 2 matrices:

X ·
l∏

i=1

Uai ·X = X · U∑ℓ
i=1 ai

·X = XU1X =

(
0 0

−1 1

)(
1 1

0 1

)(
0 0

−1 1

)
= 0.

For the other direction, assume that I ′ is a YES-instance. Let ℓ, 1 ≤ ℓ ≤ k + 2, be the minimal
integer such that there are matrices T1, . . . , Tℓ from {Ua : a ∈ A} ∪ {X} with TℓTℓ−1 · · ·T1 =
0 ∈ Q2×2. Since the matrix X is idempotent (i.e. X2 = X), it does not appear two times in
a row, otherwise we could reduce the length of the product. Notice that X should appear at
least once, since the determinants of all Ua are non-zero. Assume that there is precisely one
occurrence of X, then the product has form:

UrXUs =

(
1 r

0 1

)(
0 0

−1 1

)(
1 s

0 1

)
=

(
−r −rs+ r

−1 1− s

)
̸= 0.

Hence, X appears at least twice. Let us fix any two consequent occurrences and consider the
partial product between them:

XUrX =

(
0 0

−1 1

)(
1 r

0 1

)(
0 0

−1 1

)
=

(
0 0

r − 1 1− r

)
= (1− r) ·X.

If r ̸= 1, we would get a shorter product resulting in zero, which contradicts to minimality of
ℓ. Hence r = 1, so the product of Ua that appear between two occurrences of X is equal to U1.
Since there are at most k of such Ua and the sum of corresponding indices a is equal to 1, we
obtain a solution to I.

We can use similar approach to establish hardness of the VEST problem without S (or
alternatively when S is the identity matrix). Recall that here the task is to obtain not necessarily
a zero matrix but any matrix which contains a given vector v in a kernel.

Theorem 8. VEST is W[1]-hard for parameter k even for 2× 2 integer matrices and when S
is the identity matrix.

The proof of this theorem is very similar to the proof of Theorem 7 and it can be found in
Appendix (see A).

At the end of this section, we show that VEST is equivalent to VEST without S (in other
words, when S = Id) and to Matrix k-Product with Repetitions resulting to Zero
Matrix.

Theorem 9. There is a parameterized reduction from VEST to the special case of VEST
where S is the identity matrix, and the other way around.

9




0 . . . 0

S
...

. . .
...

0 . . . 0

 ∈ Qh×h,



0 . . . 0

Ti
...

. . .
...

0 . . . 0

0 . . . 0 0 . . . 0
...

. . .
...

...
. . .

...

0 . . . 0 0 . . . 0


∈ Qh×h,


v

0
...

0

 ∈ Qh.

Figure 3: A figure showing how to make all matrices square in the proof of Theorem 9 when
h > d.

v′ =

 v

k

1

 , S′ =



0 0

S
...

...

0 0

0 . . . 0 10 0

0 . . . 0 0 0


, T ′

i =



0 0

Ti
...

...

0 0

0 . . . 0 1 −1

0 . . . 0 0 1


.

Figure 4: A construction forcing the matrix S′ to be selected last in the proof of Theorem 9.

Proof. One direction is trivial since the case when S = I is just a special case of VEST.
Regarding the other, let

(
S ∈ Qh×d, T1, T2, . . . , Tm ∈ Qd×d,v ∈ Qd, k

)
be an instance of

VEST. First, we observe that without loss of generality we can suppose that S is a square
matrix (in other words, h = d). Indeed, if h < d then we just add d−h zero lines to S. If h > d
we add h − d zero columns to S, h − d zero entries to v and h − d zero lines as well as h − d
zero columns to each Ti. See Figure 3.

Now, we add 2 dimensions: To the vector v we add k on the (d + 1)-st position and 1 on
the (d + 2)-nd position. To each matrix matrix Ti we add a 2 × 2 submatrix which subtracts
the (d+ 2)-nd component of a vector from the (d+ 1)-st. To the matrix S we add a submatrix
which nullifies the (d + 2)-nd component and multiplies the (d + 1)-th component by 10. Let
S′, T ′

1, T
′
2 . . . , T

′
m denote the resulting (d + 2) × (d + 2) matrices and v′ denote the resulting

(d+ 2)-dimensional vector. See Figure 4. The new parameter is set to k + 1.
If there is a solution of the original problem, that is, there are k matrices Ti1 , . . . , Tik such

that STikTik−1
· · ·Ti1v = 0, then S′T ′

ik
T ′
ik−1

· · ·T ′
i1
v′ = 0, since 1 is k times subtracted from the

(d+ 1)-st component of v′ and the (d+ 2)-nd component is then nullified by S′.
Conversely, if there are k + 1 matrices Y1, Y2, . . . , Yk+1, where each Yi is either S

′ or T ′
j for

some j, such that r = Yk+1Yk · · ·Y1v′ = 0 then Yk+1 must be equal to S′ and the rest of the
matrices are of type T ′

j , otherwise rd+1 ̸= 0 or rd+2 ̸= 0. Indeed, at first k matrices of type
T ′
j must be selected to nullify the (d + 1)-st component: if Yi = S′ for some i ≤ k, this would

increase the non-zero (d+1)-st component, so there would be no way to nullify it by remaining
matrices Yi+1, . . . , Yk+1. At the same time, S′ should be necessarily selected once to nullify the
(d + 2)-nd component, so Yk+1 = S′. Therefore, by restricting the matrices Y1, . . . , Yk to the
first d coordinates we obtain a solution to VEST with matrix S.

Theorem 10. VEST and Matrix k-Product with Repetitions resulting to Zero
Matrix are equivalent under parameterized reduction.
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Note that one implication is relatively straightforward. Regarding the other, the idea is to
again “simulate” the special matrix S and the vector v by an ordinary matrix and force them
to be selected as the leftmost and the rightmost, respectively. For the complete proof please
see A.

4 Fixed-Parameter Tractability of VEST over Finite Fields

While most of the hardness results for VEST and its variations in the previous section use
constant-sized matrices, the entries of this matrices can be arbitrarily large. Here, we study the
variation of the problem when all the matrices have entries from some finite field. Notice that
restricting the field size by itself does not make the problem tractable: recall the reduction from
dominating set from Section 1 which also works over Z2. However, along with a bound on the
matrix sizes this makes the problem tractable.

Lemma 11. Computing Mk for a given instance of VEST over finite field F is FPT when
parameterized by the size of F and the size of matrices.

Proof. Let Md
F be the set of all d × d matrices with entries from F, then |Md

F| = |F|d2 . For
every X ∈ Md

F and every integer i ∈ [k] we will compute a value aiX ∈ N0 equal to the number
of sequences of i matrices from the input such that their product is equal to X. In particular,
this allows to obtain Mk =

∑
X∈Md

F: SXv=0 a
k
X .

For i = 1 the computation can be done simply by traversing the input matrices. Assume that
aiX have been computed for all the matrices X and all i ∈ [j]. We initiate by setting aj+1

X = 0 for

every X ∈ Md
F. Then, for every pair (X, q), where X ∈ Md

F and q ∈ [m], we increment aj+1
XTq

by

ajX . In the end we will then have a correctly computed value aj+1
Y =

∑m
q=1

∑
X :XTq=Y ajX .

Our next step is to consider the matrices of unbounded size, but with at most p first rows
containing non-zero entries. In particular, if F = Z2, we can associate to every such matrix T a
graph with the vertex set [d] such that there exists an edge between the vertices i and j, i ≤ j,
if and only if T i,j = 1. Conversely, a graph with the vertex set [d] can be represented by such
a matrix if and only if the vertices in [p] form it’s vertex cover.

Observe that every matrix T with at most p first non-zero rows has the following form:

T =


A B
0 0 . . . 0
...

...
. . .

...
0 0 . . . 0

 , where A is p× p matrix and B is p× (d− p) matrix.

Further, we will denote matrices of this form by A|B. Consider the product of two such matrices
T1 = A1|B1 and T2 = A2|B2:

A1 B1

0 0 . . . 0
...

...
. . .

...
0 0 . . . 0




A2 B2

0 0 . . . 0
...

...
. . .

...
0 0 . . . 0

 =


A1A2 A1B2

0 0 . . . 0
...

...
. . .

...
0 0 . . . 0

 = (A1A2)|(A1B2).

Corollary 12.
∏k

i=1(Ai|Bi) = (
∏k

i=1Ai)|(
∏k−1

i=1 Ai ·Bk) = (XAk)|(XBk), where

X =
∏k−1

i=1 Ai. In particular, the product does not depend on Bi for i < k.

11



Theorem 4. Given an instance of VEST and k ∈ N, computing Mk is FPT when parameterized
by |F| and p, if all but the first p rows of the input matrices are zeros.

Proof. We slightly modify the definition of aiX ∈ N0 from the proof of Theorem 11. Now, for
every i ∈ [k] and every matrix X ∈ Mp

F, let aiX be the number of sequences of i matrices
Tj = Aj |Bj from the input such that corresponding product of Aj is equal to X.

The values of aiX for every i ∈ [k− 1] can be computed same as in the proof of Theorem 11.
Given this information, we can count the sequences of length k that nullify v. Indeed, by
Corollary 12, the number of such sequences with the last matrix Tj = Aj |Bj is precisely bj =∑

X∈Mp
F: S·(XAj)|(XBj)·v=0 a

k−1
X . Mk is then equal to

∑m
j=1 bj .

We remark that the algorithm for computing aiX from the last proof can be exploited to
determine minimal k such that Mk > 0, or to report that there is no such k. For this, let us
run the algorithm with k = 1, then with k = 2 and so on. If after some iteration k = j + 1 we
obtain that Mi = 0 for all i ∈ [j] and there is no X ∈ Mp

F such that a1X = · · · = ajX = 0 and

aj+1
X ̸= 0, we may conclude that Mk = 0 for all k ∈ N , since every product of length more than

j can be obtained as a product of length at most j, and none of the latter nulify v. Otherwise,
there exists at least one X ∈ Mp

F such that a1X = · · · = ajX = 0 and aj+1
X ̸= 0. Note that every

X ∈ Mp
F can play this role only for one value of k. Therefore, it always suffices to make |Mp

F|
iterations of the algorithm.

5 Undecidability of VEST

In this section, we show that determining whether there exists k ∈ N such that Mk > 0 for an
instance of VEST is an undecidable problem. The reduction is from Post’s Correspondence
Problem which is known to be undecidable. See [17].

(Binary) Post’s Correspondence Problem

Input: m pairs (v1, w2), (v2, w2), . . . , (vm, wm) of words over alphabet {0, 1}.
Question: Is possible to choose k pairs (vi1 , wik), (vi2 , wi2) . . . , (vik , wik), for some k ∈ N,

such that vi1vi2 · · · vik = wi1wi2 · · ·wik?

For a word v ∈ {0, 1}∗ let |v| be its length and let (v)2 be the integer value of v interpreting
it as a binary number. Let us define the following matrix for a binary word v.

Tv =

(
2|v| − (v)2 (v)2

2|v| − (v)2 − 1 (v)2 + 1

)
, then the following holds:

Lemma 13. Let v, w be binary words. Then, TvTw = Twv where wv is the concatenation of w
and v.

Note that the construction of Tv is a based on [10][Satz 28, p. 157] which we are aware of
thanks to Günter Rote. For the complete proof of Lemma 13 please see A.

Reduction Given an instance of Post’s Correspondence Problem we describe what an
instance of VEST may look like. For each pair (v, w) we define

12



T(v,w) =


0 0

Tv
0 0

0 0

0 0
Tw

 ,

we set the initial vector v := (0, 1, 0, 1)T and S := (1, 0,−1, 0). The undecidability of VEST
then follows from the following lemma.

Lemma 14. Let (vi1 , wi1), (vi2 , wi2) . . . , (vik , wik) be k pairs of binary words. Then

ST(vik ,wik
)T(vik−1

,wik−1
) · · ·T(vi1 ,wi1

)v = 0

if and only if vi1vi2 · · · vik = wi1wi2 · · ·wik .

Proof. By Lemma 13 T(vik ,wik
)T(vik−1

,wik−1
) · · ·T(vi1 ,wi1

) = T(vi1vi2 ···vik ,wi1
wi2

···wik
). The vector v

selects the second column of the submatrix Tvi1vi2 ···vik and the second column of the submatrix
Twi1

wi2
···wik

. In other words, the result is equal to(
(vi1vi2 · · · vik)2 , (vi1vi2 · · · vik)2 + 1, (wi1wi2 · · ·wik)2 , (wi1wi2 · · ·wik)2 + 1

)T
.

The final result after multiplying S with the vector above is the following 1-dimensional vector
(vi1vi2 · · · vik)2 − (wi1wi2 · · ·wik)2.
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A Appendix

Our aim in the appendix is to give a complete proof of

• W[1]-hardnes of At-Most-k-Sum with Repetitions and Target 1 (Theorem 15),

• Theorem 8,

• Theorem 10,

• two auxiliary lemmas. Namely, Lemma 16 and Lemma 13.

Theorem 15. At-Most-k-Sum with Repetitions and Target 1 is W[1]-hard when pa-
rameterized by k.

Proof. Consider an instance (U, C, k) of Unique Hitting Set. Intuitively, we would like to
model the sets in C as their characteristic vectors over |U | dimensions, where each dimension
corresponds to an element from U , and the vector representing a set C ∈ C is set to one exactly
in those dimensions which correspond to the elements contained in the set which is represented
by the vector. To model this in an instance of At-Most-k-Sum with Repetitions and
Target 1, we will represent said characteristic vectors as numbers in base (k + 2).
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Formally, let m = |U |, U = {u1, . . . , um}, and x = k+2. For each C ∈ C, we add an element

aC = −
(
xm+1 +

∑
j;uj∈C xj

)
to the set A of numbers. Then we also add to A the number

y := kxm+1 +
∑m

j=0 x
j and we set the new parameter to k+1. Note that the numbers in A are

bounded by xm+2, thus can be represented by O(m log k) bits, and |A| = |C|, meaning that the
reduction can be done in polynomial time. It remains to verify that the produced instance of
At-Most-k-Sum with Repetitions and Target 1 is equivalent to the original instance of
k-Exact Cover.

First, let C1, . . . , Ck ∈ U be a solution to k-Exact Cover. We claim that {y, aC1 , . . . , aCk
} ⊂

A is a solution to the instance (A, k + 1) of At-Most-k-Sum with Repetitions and Tar-
get 1. Indeed, by construction and since each element of U is covered exactly once, we have

aC1 + · · ·+aCk
= −

(
kxm+1 +

∑m
j=1 x

j
)
= −y+x0 = −y+1. Therefore, y+aC1 + · · ·+aCk

= 1.

In the other direction, consider a solution a1, . . . , at ∈ A to At-Most-k-Sum with Rep-
etitions and Target 1 where t ≤ k + 1. First of all, we observe that y must be chosen
precisely once. The sum

∑t
j=1 at = 1 = x0 and y is the only number with a coefficient (= 1) of

x0. Therefore, y can be chosen (ℓx+ 1) times where ℓ ∈ N0. However t < x = k + 2. Whence,
ℓ = 0. In other words, y is chosen precisely once and without loss of generality, we suppose that
a1 = y.

Next, we show that t = k + 1. The number y which is chosen precisely once has k as the
coefficient of xm+1 which has to be nullified. The only option how to do that is to choose k
numbers other than y. (Such numbers are negative and have 1 as a coefficient of xm+1.)

Finally, from the equality
∑k+1

j=2 aj = −y+1 = −kxm+1−
∑m

j=1 x
j we conclude that no −xi

for i ≤ m is contained in more than one aj as a summand since k < k + 2 = x. By the same
argument we observe that each −xi is contained in some aj as a summand. Indeed, addition of
at most k terms −xi cannot affect coefficient of xi+1. Therefore, each −xi for i ≤ m is contained
in precisely one aj and thus, {C; aC ∈ {a2, . . . , ak+1}} is a desired k-exact cover.

Proof of Theorem 8. As in the proof of Theorem 7, we proceed by reduction from At-Most-
k-Sum with Repetitions and Target 1. Let I be an arbitrary instance of the problem
with the set of integers A and parameter k. We create an equivalent instance I ′ of VEST with
parameter k + 1, vector v = (0, 1)T and the set of matrices {Ua : a ∈ A} ∪ {X}, where Ua and
X are defined same as in the proof of Theorem 7. We set S equal to the identity matrix.

For correctness, assume that I is a YES-instance and a1, . . . , aℓ ∈ A are such that ℓ ≤ k
and

∑ℓ
i=1 ai = 1. We apply the following ℓ+ 1 matrices to nullify v:

X ·
ℓ∏

i=1

Uai · v = XU1v =

(
0 0

−1 1

)(
1 1

0 1

)(
0

1

)
=

(
0

0

)
.

For another direction, assume that I ′ is a YES-instance. Let ℓ, 1 ≤ ℓ ≤ k + 1, be the minimal
integer such that Tℓ · · ·T1v = (0, 0)T for some T1, . . . , Tℓ from {Ua : a ∈ A} ∪ {X}. Since the
determinants of all Ua are non-zero, Ti = X for some i ∈ [ℓ]. Observe that Xv = v, so by
minimality of ℓ we have that T1 ̸= X. Let i be the minimal index such that Ti = X, 2 ≤ i ≤ ℓ.
Then Ti−1 · · ·T1 = Us for some integer s. Let us apply first i matrices to v:

Ti · · ·T1v = XUs · v =

(
0 0

−1 1

)(
1 s

0 1

)(
0

1

)

=

(
0 0
−1 1

)(
s
1

)
=

(
0

1− s

)
.
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If s ̸= 1, we get a multiple of v, which is in contradiction to minimality of l. So Ti−1, . . . , T1 = U1,
which is a product of at most k matrices of the form Ua with a ∈ A. The sum of corresponding
indices a is then equal to 1, resulting in a solution to I.

Proof of Theorem 10.

1. “Parameterized reduction from Matrix k-Product with Repetitions resulting to
Zero Matrix to VEST”
For each matrix Ti ∈ Qd×d we introduce a block matrix T ′

i ∈ Qd2×d2 whose each block

is Ti. We set v = (e1, e2, . . . , ed)
T ∈ Qd2 where each ei is the d-dimensional unit vector

with 1 on its i-th coordinate and S to the d2-dimensional identity matrix. Therefore,
TikTik−1

· · ·Ti1 = R if and only if ST ′
ik
· · ·T ′

i1
v = (R∗,1, R∗,2, . . . , R∗,d)

T where R∗,j is the
j-th column of the matrix R.

2. “Parameterized reduction from VEST to Matrix k-Product with Repetitions re-
sulting to Zero Matrix”
We first reduce VEST to the version of VEST without S as we did in the proof of The-
orem 9. Thus, we assume that our input consists of the initial vector v, square matrices
S′, T ′

1, . . . , T
′
m, where S′ represents the original special matrix S, and the parameter is k+1.

Let us recall that S′ has to be selected precisely once as the leftmost matrix otherwise the
resulting vector cannot be zero by the construction from the proof of Theorem 9.

Now, we create an instance of Matrix (k+3)-Product with Repetitions. Let Tv be
a matrix containing the vector v in the first column and zero otherwise. The idea is to use
the matrix Tv instead of the vector v and force such matrix to be selected as the rightmost
after S′ and k matrices of type T ′

i by adding some blocks. We use the construction from
the proof of Theorem 7. Namely, we use matrices X and U−2 and U2k+1 as submatrices.
By the same argument as in the proof of Theorem 7 the only way how to make the zero
matrix by multiplying k + 3 matrices from {X,U−2, U2k+1} is to choose X twice, as the
leftmost and the rightmost matrix, k-times U−2 and once U2k+1 as intermediate matrices.
Therefore, we can add X to Tv and to the identity matrix as block submatrices, U2k+1 to
S′ (since S′ must be selected precisely once) and U−2 to T ′

i . It remains to force the order
of Tv and the identity matrix enriched by X. For this, we add submatrices A,B such that
AB = 0 while BA ̸= 0, AA ̸= 0, BB ̸= 0. We add A to the identity matrix enriched by
X, B to Tv enriched by X and identity matrices to the rest. See Figure 5. The following
settings for A and B, respectively, work.

A =

 0 0 0

0 1 0

0 0 0

 , B =

 0 1 0

0 0 0

0 0 1

 .

Lemma 16. Let pn denote the n-th prime. Then pn ≤ n2 for n ≥ 2.

Proof. Let π(x) denote the number of primes less than or equal to x. The lemma follows, e.g.,
from the following claims:

• pn < n (lnn+ ln lnn) for 6 ≤ n ≤ e95 (see [5, Theorem 28]),

• x
lnx+2 ≤ π(x) for x ≥ 55 (see [5, Theorem 29.A]),
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T ′′
i =



0 0 0 0 0

T ′
i

...
...

...
...

...

0 0 0 0 0

0 . . . 0 0 0

0 . . . 0 I3 0 0

0 . . . 0 0 0

0 . . . 0 0 0 0

0 . . . 0 0 0 0
U−2


, S′′ =



0 0 0 0 0

S′ ...
...

...
...

...

0 0 0 0 0

0 . . . 0 0 0

0 . . . 0 I3 0 0

0 . . . 0 0 0

0 . . . 0 0 0 0

0 . . . 0 0 0 0
U2k+1


,

T ′
v =



0 0 0 0 0

Tv
...

...
...

...
...

0 0 0 0 0

0 . . . 0 0 0

0 . . . 0 B 0 0

0 . . . 0 0 0

0 . . . 0 0 0 0

0 . . . 0 0 0 0
X


, H =



0 0 0 0 0

Id
...

...
...

...
...

0 0 0 0 0

0 . . . 0 0 0

0 . . . 0 A 0 0

0 . . . 0 0 0

0 . . . 0 0 0 0

0 . . . 0 0 0 0
X


.

Figure 5: The instance of Matrix k-Product with Repetitions resulting to Zero
Matrix obtained after the reduction from VEST in the proof of Theorem 10.

• p2 = 3, p3 = 5, p4 = 7, p5 = 11.

Proof of Lemma 13. First of all, note that 2|v|(w)2 + (v)2 = (wv)2. Using this observation, we
compute all the entries of the matrix

TvTw =

(
2|v| − (v)2 (v)2

2|v| − (v)2 − 1 (v)2 + 1

)(
2|w| − (w)2 (w)2

2|w| − (w)2 − 1 (w)2 + 1

)
.
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Thus,

(TvTw)
1,1 =

(
2|v| − (v)2

)(
2|w| − (w)2

)
+ (v)2

(
2|w| − (v)2 − 1

)
=2|wv| − 2|v|(w)2 − 2|w|(v)2 + (v)2(w)2 + 2|w|(v)2 − (v)2(w)2 − (v)2

=2|wv| − 2|v|(w)2 − (v)2

=2|wv| − (wv)2,

(TvTw)
1,2 =

(
2|v| − (v)2

)
(w)2 + (v)2 ((w)2 + 1)

=2|v|(w)2 − (v)2(w)2 + (v)2(w)2 + (v)2

=2|v|(w)2 + (v)2

=(wv)2,

(TvTw)
2,1 =

(
2|v| − (v)2 − 1

)(
2|w| − (w)2

)
+ ((v)2 + 1)

(
2|w| − (w)2 − 1

)
=2|wv| − 2|v|(w)2 − 2|w|(v)2 + (v)2(w)2 − 2|w| + (w)2

+ 2|w|(v)2 − (v)2(w)2 − (v)2 + 2|w| − (w)2 − 1

=2|wv| − 2|v|(w)2 − (v)2 − 1

=2|wv| − (wv)2 − 1,

(TvTw)
2,2 =

(
2|v| − (v)2 − 1

)
(w)2 + ((v)2 + 1) ((w)2 + 1)

=2|v|(w)2 − (v)2(w)2 − (w)2 + (v)2(w)2 + (v)2 + (w)2 + 1

=2|v|(w)2 + (v)2 + 1

=(wv)2 + 1.
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