
Toward the Tradeoffs between Privacy, Fairness and
Utility in Federated Learning

Kangkang Sun1, Xiaojin Zhang2, Xi Lin1, Gaolei Li1, Jing Wang1, and Jianhua Li1

Shanghai Key Laboratory of Integrated Administration Technologies for Information Security,
School of Electronic Information and Electrical Engineering, Shanghai Jiao Tong University,

Shanghai, China
School of Computer Science and Technology, Huazhong University of Science and Technology,

Wuhan, China
{szpsunkk, linxi234, gaolei_li, wangjing08,

lijh888}@sjtu.edu.cn; xiaojinzhang@hust.edu.cn

Abstract. Federated Learning (FL) is a novel privacy-protection distributed ma-
chine learning paradigm that guarantees user privacy and prevents the risk of
data leakage due to the advantage of the client’s local training. Researchers have
struggled to design fair FL systems that ensure fairness of results. However, the
interplay between fairness and privacy has been less studied. Increasing the fair-
ness of FL systems can have an impact on user privacy, while an increase in user
privacy can affect fairness. In this work, on the client side, we use the fairness
metrics, such as Demographic Parity (DemP), Equalized Odds (EOs), and Dis-
parate Impact (DI), to construct the local fair model. To protect the privacy of the
client model, we propose a privacy-protection fairness FL method. The results
show that the accuracy of the fair model with privacy increases because privacy
breaks the constraints of the fairness metrics. In our experiments, we conclude the
relationship between privacy, fairness and utility, and there is a tradeoff between
these.

Keywords: Fair and Private Federated Learning · Differential Privacy · Privacy
Protection.

1 Introduction

Federated learning (FL) [MMR+17, KMA+21] is a novel distributed machine learn-
ing approach that guarantees user privacy by ensuring that user data does not leave the
local area. However, FL has been plagued by two ethical issues: privacy and fairness
[CZZ+23]. So far, most of the research has considered these two issues separately, but
the existence of some kind of intrinsic equilibrium between the two remains unexplored.
For example, privacy can come at the expense of model accuracy, however, for differ-
ent groups of people training privacy results in different accuracies, with disadvantaged
groups often suffering a greater cost in the training process. On the other hand, in order
to ensure the fairness of the model and eliminate the bias in the training data or model
[ABD+18, BHJ+21], the client needs to share more data with the server, which seri-
ously increases the user privacy risk. Therefore, it is an open issue to investigate the
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intrinsic connection between fairness and privacy in FL and to break the distress caused
by its tradeoffs.

Privacy Destroys Fairness The first observation is that the decrease in accuracy
due to deep DP models has a disproportionately negative impact on underrepresented
subgroups [BPS19]. DP-SGD enhances model “bias” in different distributions that need
to be learned. Subsequently, in the study [PMK+20], the impact of DP on fairness in
three real-world tasks involving sensitive public data. There are significant differences
in the model outputs when stronger privacy protections are implemented or when the
population is small. Many works [TFVH21, EGLC22] have attempted to find reasons
why privacy destroys fairness.

Fairness Increases Privacy Risk The client’s dataset is usually unbalanced and
biased. This bias is gradually amplified during the machine learning process. For exam-
ple, when a model is trained for accuracy, the model’s predictions will correlate with
gender, age, skin, and race in a certain demographic group [ZVRG17, BHJ+21, Cho17].

Privacy and fairness are two important concepts in FL, and violating either one is
unacceptable. Therefore, this paper explores the intrinsic relationship between privacy
and fairness in FL and designs a privacy protection method for fair federated learning,
to improve the model learning performance while ensuring the privacy and fairness
constraint.

Relationship of fairness and privacy. We attempt to explore the relationship between
fairness and privacy in FL. Intuitively, there is some intrinsic connection between fair-
ness and privacy, and some balance between fairness, privacy, and utility.

– Fairness: We consider three fairness metrics, including Demographic Parity (DemP),
Equalized Odds (EO) and Disparate Impact (DI). Comparing the research [PMK+20],
we design the optimization function to be more complex, taking into account pri-
vacy and fairness constraints.

– Privacy: In this paper, we consider privacy-protection methods for fair Federated
Learning based differential privacy.

Our contributions can be summarized as follows:

– A privacy-protection fairness FL method is proposed, in order to protect the model
privacy of the client while sharing model parameters. Our proposed method is
mainly divided into two parts: fairness training and privacy-protection training.
Specifically, the client first trains a fairness proxy model and then trains a privacy-
protection model based on that proxy model.

– In this paper, We experimentally obtained that the increase in privacy destroys the
fairness of the model but appropriately increases the accuracy of the model. In order
to improve the accuracy of the model and to ensure the fairness of the model, we
designed private fair algorithms 2.

– We demonstrate the superiority of our proposed method and algorithms based on
Adult datasets comparing popular benchmark FedAvg algorithms. Experiments prove
that our algorithm can effectively guarantee model privacy in fair FL.
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2 Related Work

2.1 Fairness of FL

Fairness of FL is defined in two ways: client fairness [LSBS19, MBS20, YLL+20,
KKM+20] and algorithmic fairness [HPS16]. Algorithmic fairness has been exten-
sively studied in traditional centralized machine learning through debiasing methods
[KMA+21]. However, due to the fact that in FL, the server does not have access to
client-side local data, it is already difficult to estimate the global data distribution simply
by debiasing either server-side or client-side [MMR+17]. Much research has focused
on client fairness in FL, such as in augmenting client data aspect [Hao21, JOK+18],
in the client data distribution aspect [DLC+20, WKNL20]. From a model perspective,
training a separate fairness model for each client is an open problem.

2.2 Privacy of FL

Many recent studies have focused on FL privacy risks [GMS+23, LGR23a, SLS+23,
BWD+22]. A diversity of privacy-protection techniques have been proposed to discour-
age the risk of privacy leakage for users, including cryptographic techniques and the
perturbation approach [CZZ+23]. Cryptographic approaches allow computation on en-
crypted data and provide strict privacy guarantees. However, they are computationally
expensive compared to non-encryption methods [XBJ21]. This computational overhead
seriously affects the machine learning training process, especially with a large number
of parameters in the model. Therefore, the current state-of-the-art privacy-protection
methods are perturbation-based, such as the DP mechanism [GKN17, WLD+20, WKL+21,
SMS22]. The shuffler model is proposed to amplify the privacy of LDP’s poor perfor-
mance in comparison with the central DP mechanisms [RSL+08, EFM+19, CSU+19,
BBGN20, GGK+21, GDD+21]. Most research based on Shuffler’s model has focused
on the study of tradeoffs between privacy, utility, and communication [CCKS22, GDD+21,
LLF+23, ZXW+22, BBGN19]. However, there is very little research on the privacy
protection of fair federated learning.

2.3 Fairness and Privacy of FL

Recently, some work [CZZ+23, PMK+20] has led to inconsistent reductions in ac-
curacy due to private mechanisms for classification [FMST20] and generation tasks
[GODC22]. Because of the tension between fairness and privacy, researchers often
need to make trade-offs between the two perceptions [BPS19, EGLC22, TFVH21].
The trade-off may be to increase privacy preservation at the expense of fairness, i.e.,
by adopting a loose notion of fairness rather than a precise one or vice versa [BHJ+21,
Cho17].

3 Preliminaries

3.1 Fairness in FL

We consider the following fairness metrics, including DemP, EO and DI. DemP denotes
the same probability of getting a chance under some sensitive attribute. EO is a subset
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Table 1: Private and Fair Federated Learning

References
Privacy
Metrics

Fairness
Metrics

Techniques
Trade-off type

Privacy Fairness

[LZMV19] ϵ-DP EOs & DemP
Class conditional

noise
Fairness

constraints
I

[JKM+19] (ϵ, δ)-DP EOs
Exponential mechanism &

Laplace noise
Fairness

constraints
/

[LGR23b] (ϵ, δ)-DP EOs & DemP DP-SGDA
ERMI

regularizer
II

[TFVH21]
(α, ϵp)-Renyi

DP
EOs, AP & DemP DP-SGD

Fairness
constraints

II

[KGK+18] / EA MPC
Fairness

constraints
II

[DGK+22] / EOs
Proxy

attribute
Post-processing II

[WGN+20] / DemP
Noisy

attribute
Fairness

constraints
II

[AKM20] / EOs
Noisy

attribute
Post-processing II

Our Method (ϵ, δ)-DP EOs, DemP, DI Gaussian Noise
Fairness

constraints
II

I: Trade fairness for privacy. II: Trade privacy for fairness.
EOs: Equalized Odds. DemP: Demographic Parity. AP: Accuracy Parity. EA: Equal Accuracy.
DI: Disparate Impact.

of DP, defined as the probability of getting a chance on a given aspect is the same
for different sensitive attributes. Let X,Y be the sensitive attribute and the true label,
respectively. For example, Y = 1 often represents the condition of being able to apply
for a loan, and Y = 0 is the condition of not meeting the loan. Thus, on the opportunity
to apply for a loan, the output has the same probability for each person (characteristic),
and then this is EO fairness.

Definition 1. (Demographic Parity (DemP)) [HPS16] We say that a predictor f satis-
fies demographic parity with respect to attribute A, instance space X and output space
Y , if the output of the prediction f(X) is independent of the sensitive attribute A. For
∀a ∈ A and p ∈ {0, 1}:

P[f(X) = p | A = a] = P[f(X) = p] (1)

Given p ∈ {0, 1}, for ∀a ∈ A:

E[f(X) | A = a] = E[f(X)] (2)

However, the left and right terms of the above equality are often not the same. Then, the
loss lDemP of DemP can be defined as follows:

lDemP = E[f(X) | A = a]− E[f(X)] (3)
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Definition 2. (Equalized Odds (EO)) [HPS16] We say that a predictor f satisfies
equalized odds with respect to attribute A, instance space X and output space Y , if
the output of the prediction f(X) is independent of the sensitive attribute A with the
label Y . For ∀a ∈ A and p ∈ {0, 1}:

P[f(X) = p | A = a, Y = y] = P[f(X) = p | Y = y] (4)

Given p ∈ {0, 1}, for ∀a ∈ A, y ∈ Y :

E[f(X) | A = a, Y = y] = E[f(X) | Y = y] (5)

Then, the loss lEO of EO can be defined as follows:

lEO = E[f(X) | A = a, Y = y]− E[f(X) | Y = y] (6)

Remark 1. A binary predictor f , satisfying the demographic parity, is a special instance
of equalized odds.

Definition 3. (Disparate Impact (DI)) [PMK+20] We say that a predictor f satisfies
disparate impact with respect to attribute A, if the output of the prediction f(X) is
independent of the sensitive attribute A with a similar proportion of the different groups.
For a ∈ {0, 1}, we have:

min

(
P(f(x) > 0 | a = 1)

P(f(x) > 0 | a = 0)
,
P(f(x) > 0 | a = 0)

P(f(x) > 0 | a = 1)

)
= 1 (7)

For i ∈ [0, n] and i is a positive integer:

min

(
P(f(x) > 0 | a = i+ 1)

P(f(x) > 0 | a = i)
,
P(f(x) > 0 | a = 0)

P(f(x) > 0 | a = n)

)n

i=0

= 1 (8)

Then, the loss lDI of DI can be defined as follows:

lDI = min

(
P(f(x) > 0 | a = i+ 1)

P(f(x) > 0 | a = i)
,
P(f(x) > 0 | a = 0)

P(f(x) > 0 | a = n)

)n

i=0

− 1 (9)

3.2 Privacy in FL

The local dataset of clients contains sensitive data, which requires protecting the sen-
sitive attributes while training. Differential Privacy (DP) is a privacy protection tech-
nique designed to safeguard individual data while allowing data analysis and mining
[DR+14]. Local Differential Privacy (LDP) is deployed on clients to protect the at-
tributes of the local dataset, in order to make sure that any algorithm built on this
dataset is differentially private. The ϵ- differentially private mechanism M is defined as
follows:

Definition 4. (Local Differential Privacy (LDP)) [DR+14] A randomize algorithm
M : X → Y satisfies (ϵ, δ)-LDP with respect to a input set X and a noise output set
Y , if ∀x, x′ ∈ X and ∀y ∈ Y hold:

P[M(x) = y] ≤ eϵP [M (x′) = y] + δ (10)
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Definition 5 (Gaussian Mechanism). Assume that a deterministic function f : MX →
Y with ∆2(f) sensitivity, then for ∀δ ∈ (0, 1), random noise follows a normal distribu-
tion N (0, σ2), the mechanism M(d) = f(d) +N (0, σ2) is (ϵ, δ)-DP, where

ϵ ≥
√

2 ln(1.25/δ)
σ

∆2f

, ∆2(f) = max
d,d′∈D

∥f(d)− f (d′)∥2 (11)

3.3 Problem Formulation

There is a set of n clients in the FL system, where m ∈ n clients are selected to partici-
pate in the FL training process. The clients have its own local dataset Di = {d1, ..., dn}.
Let D =

⋃n
i=1 Di denote the entire dataset and f(θi, di) as the loss function of client

i, where the parameter θ ∈ Θ is the model parameter. There are m ∈ n clients
The clients are connected to an untrusted server in order to solve the ERM problem
Fi (θ,Di) = 1

b

∑b
j=1 f (θ, dij), where local estimated loss function dependent on the

local dataset Di, and b is the local batch size. We give the ERM problem [KMA+21] in
FL, as follows:

argmin
θ∈C

(
F (θ) :=

1

m

m∑
i=1

Fi(θ)

)
,

s.t. lDemP < µDemP ,

lEO < µEO,

lDI < µDI ,

(12)

where the lDemP , lEO, lDI are the loss constraint of DemP, EO and DI, respectively.
We use the Lagrangian multiplier [PMK+20] to transform the ERM problem (12) into
a Min-Max problem, as follows:

F (θ, λ, l) = arg min
θi∈Θ

max
λij∈Λ

1

m

m∑
i=1

1

b

b∑
j=1

fi(θi + dij) + λij lk

 ,

k ∈ {DemP,EO,DI},

(13)

where the parameter λ ∈ Λ is the Lagrangian multiplier. In this fairness stage, the
purpose is to train the proxy model under the fairness matrixes, which is to solve the
optimization problem. For the optimization problem (13), there is the Lagrangian dual-
ity between the following two functions:

min
θ∈Θ

max
λ∈Λ

F (θ, λ, l),

max
λ∈Λ

min
θ∈Θ

F (θ, λ, l).
(14)

In order to solve the above dual optimization problem (14), many works assume the
function F is Liptches and convex and obtain a ν-approximate saddle point of Lan-
grangian, with a pair (θ̂, λ̂), where
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F (θ̂, λ̂, l) ≤ F (θ, λ̂, l) + ν for all θ ∈ Θ,

F (θ̂, λ̂, l) ≥ F (θ̂, λ, l)− ν for all λ ∈ Λ.
(15)

Therefore we can get the Max-Min and the Min-Max dual problems are equivalent in
the ERM problem (12). In order to search for the optimal value (θ∗, λ∗) (or Nash Equi-
librium in-game) of the problem (12), many works study the fairness model by many
approaches, such as the Zero-Game [JKM+19, MOS20], Distributionally Robust Opti-
mization (DRO) [WGN+20], and Soft Group Assignments [WGN+20]. In this paper,
the fair model is optimized by the DRO method through a Lagrangian dual multiplier
in clients, and the model parameters are then transmitted to the server for model aggre-
gation through privacy-protection.

4 Method

In this section, we design privacy protection for fair federated learning based on dif-
ferential privacy. In section 4.1, the fair model in the FL system is obtained by the
Algorithm 1, where the fair model of each client can be optimized under constraints of
DemP, EO and DI. In section 4.2, we design a privacy protection algorithm 2 for the
fair model optimized in section 4.1.

4.1 Fairness Predictor (Model) in Client

Firstly, the clients train their own personalized fairness predictor, and we designed an
Algorithm 1 to train the fair model on each client. In the Algorithm 1 line 5 and line
7, the optimal values (θ∗, λ∗) are derived from the partial differential expression of the
ERM problem (12). Secondly, each θi and λi update their own information according
to the partial differential expression in Algorithm 1 line 6 and line 8. Finally, after time
T1 rounds, the fair model of the client i is output.

Algorithm 1 Fair-SGD for client
Input: Local loss function f(·), train dataset Di, learning rate η, batch size B
1: Initialize: fi(θi)← random, λi ← max value
2: for Each client i ∈ N do
3: for t ∈ T1 do
4: Take a random batch size B and j ∈ B
5: For θi: gt (xj)← ∇θ(i,t)fi(·)
6: θ(i,t+1) ← θ(i,t) − ηtgt (xj)
7: For λi, g′

t (xj)← ∇λ(i,t)
fi(·)

8: λ(i,t+1) ← λ(i,t) + ηg′t (xj)
9: end for

10: end for
Output: Fair model fi(θi)
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4.2 Privacy Protection Method in Fair FL

In this section, we design a privacy-protection fairness FL framework to protect the
privacy and fairness of sensitive datasets in clients. As the above section, there is a
trade-off between privacy, fairness and accuracy in the FL system. In this paper, we
designed a privacy-protection algorithm, named FedLDP Algorithm 2, based on the
FedAvg algorithm.

FedLDP: In the algorithm, we design to add differential privacy preservation to the
fairness model training process in algorithm 2. The algorithm, while reducing privacy
consumption, can effectively improve the training accuracy of the model. Moreover,
the algorithm does not guarantee that the intermediate entities are trustworthy, so the
shuffler model is hijacked or attacked without any impact on user privacy.

Algorithm 2 FedLDP
Input: Selected clients m, the local dataset Di of client i, Maximum L2 norm bound C, local

privacy budget εl
1: Initial the local model and download the global gradients from the server
2: for i ∈ m in parallel do
3: Fairness stage in Algorithm (1)
4: gt (xj)← ∇θ(i,t)fi(·)

5: gt (xj)← gt (xj) /max

(
1,
∥gt(xj)∥2

C

)
6: g̃t (xj)← 1

B

(∑
i gt (xj) +N

(
0, σ2C2I

))
7: θ(i,t+1) ← θ(i,t) − ηtg̃t (xj)
8: end for
9: Server

10: Aggregate: gt ← 1
Nt

∑
i∈Nt

wt (dij)

11: Gradient Descent: θGt+1 ← θGt + gt

5 Experiments

5.1 Dataset and Experimental Settings

In order to test the performance proposed in this paper, we use the Adult [PG20], which
is extracted from the U.S. Census dataset database, which contains 48,842 records, with
23.93% of the annual income greater than $50k and 76.07% of the annual income less
than $50k, and has been divided into 32,561 training data and 16,281 test data. The class
variable of this dataset is whether the annual income is more than $50k or not, and the
attribute variables include 14 categories of important information such as age, type of
work, education, occupation, etc., of which 8 categories belong to the category discrete
variables and the other 6 categories belong to the numerical continuous variables. This
dataset is a categorical dataset that is used to predict whether or not annual income
exceeds $50k. We choose race as the sensitive attribute, including white person and
black person.
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5.2 Experimental Hyperparameter Settings

In the experiment, each client applied three (100×100) fully connected layers.

Machines The experiment was run on an ubuntu 2022.04 system with an intel i9
12900K CPU, GeForce RTX 3090 Ti GPU, and pytorch 1.12.0, torchversion 0.13.0,
python 3.8.13.

Software We implement all code in PyTorch and the fair_learn tool.

5.3 Performance Comparison Results

In the experiment, we compared the test accuracy between different algorithms. In the
FL system, we tested both cases of fairness training without noise, and fairness training
with noise, shown in Fig. 1 (a) and (b). In Fig. 1 (a), the test accuracy of the white person
is the same as the black person without noise in the client training process, while the
fair client model with noise increases discrimination against different races in Fig. 1
(b).

Table 2 and Table 3 represent the test accuracy of differential clients in the FL sys-
tem without noise and with noise, respectively. It can see from the table, that adding
privacy improves the test accuracy for clients. The increase in privacy affects fairness
because the increase in noise facilitates the optimizer to solve the global objective opti-
mum while weakening the limitations of the fairness metrics, i.e., the constraints func-
tion λij lk.

(a) Fairness predictor with no privacy(b) Fairness predictor with privacy (N (0, 1))

Fig. 1: The average test accuracy of the fair stage training process in FL settings with 5
clients on Adult dataset. (a) and (b) are the training results with no privacy and privacy
(N (0, 1)), respectively. (a) is shown that the test accuracy of sensitive data black and
white are approximately the same for both. With the addition of noise privacy, test
accuracy improves but fairness decreases, shown in (b).

https://pytorch.org/
https://github. com/litian96/fair_flearn
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Client 1 Client 2 Client 3 Client 4 Client 5
Black 32.20 % 69.42 % 68.80% 68.96% 33.36 %
White 12.26% 88.39 % 87.20% 87.05% 13.85 %

Table 2: The fair stage training process in FL settings with 5 clients (no privacy) on
Adult dataset.

Client 1 Client 2 Client 3 Client 4 Client 5
Black 66.63 % 73.75 % 68.96 % 69.41 % 67.79 %
White 86.11 % 85.70 % 87.05% 88.39% 87.73 %

Table 3: The fair stage training process in FL settings with 5 clients (privacy N (0, 1))
on Adult dataset.

(a) EO error without privacy (b) EO error with privacy

(c) DemP error without privacy (d) Demp error with privacy

Fig. 2: The EO and DemP error comparison of different clients with privacy and no
privacy on Adult dataset

5.4 Analysis of Privacy and Fairness

In this section, we analyse the influence of privacy and fairness on the client model.
We analyse the fairness metrics of EO Error and DemP Error to evaluate the error of
the training fairness model by adding the privacy (σ = 1). Fig. 2 (a)-(d) show the EO
Error and DemP Error of different algorithms when each client trains the local fairness
model and adds privacy noise. From Fig. 2 (a) and (c), the EO Error and DemP Error
without privacy converge to zero. It can be shown that the client-trained model is fair in
both Demographic Parity and Equalized Odds. However, when privacy is added during
federated learning training, the EO lEO and Demp lDemp loss of the model does not
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converge, which indicates that adding privacy to the model training process affects the
fairness of the model.

In Fig. 3, it is shown the fairness metrics in the client model with privacy and with-
out privacy. In particular, client-side prediction performance is significantly increased
by adding noise to the accuracy metric. One of the reasons for this is probably because,
with the addition of privacy, the optimizer can jump out of the local optimum in finding
the optimal solution.

6 Conclusion

In this paper, we research the relationship between fairness and privacy in the FL sys-
tem. Through the experiment, we found that there is a trade-off between privacy, fair-
ness and accuracy in the FL system. In this paper, we construct the fairness model
in clients under the fair metrics constraints, such as Demographic Parity (DemP) and
Equqlized Odds (EOs). In order to protect the fair model privacy, we design a privacy-
protecting fairness FL method and we give a private fair algorithm FedLDP). In our
experiments, we conclude that by adding privacy we can appropriately increase the ac-
curacy of the model while at the same time destroying its fairness.

Acknowledgment

This work was supported in part by the National Natural Science Foundation of China
under Grant U20B2048, 62202302.



12 K. Sun et al.

(a) Fair model of client 1 without privacy

(b) Fair model of client 1 with privacy (N (0, 1))

Fig. 3: The fairness matrics of clients on Adult dataset
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