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Preface

This book was written from an engineer’s perspective of mind. So far, although
quite a large amount of literature on the topic of the mind has appeared from
various disciplines; in this research monograph, I have tried to draw a picture
of the holistic model of an artificial mind system and its behaviour, as con-
cretely as possible, within a unified context, which could eventually lead to
practical realisation in terms of hardware or software. With a view that “mind
is a system always evolving”, ideas inspired/motivated from many branches
of studies related to brain science are integrated within the text, i.e. arti-
ficial intelligence, cognitive science/psychology, connectionism, consciousness
studies, general neuroscience, linguistics, pattern recognition/data clustering,
robotics, and signal processing. The intention is then to expose the reader to
a broad spectrum of interesting areas in general brain science/mind-oriented
studies.

I decided to write this monograph partly because now I think is the right
time to reflect at what stage we currently are and then where we should go
towards the development of “brain-style” computers, which is counted as one
of the major directions conducted by the group of “creating the brain” within
the brain science institute, RIKEN.

Although I have done my best, I admit that for some parts of the holistic
model only the frameworks are given and the descriptions may be deemed to
be insufficient. However, I am inclined to say that such parts must be heavily
dependent upon specific purposes and should be developed with careful con-
sideration during the domain-related design process (see also the Statements
to be given next), which is likely to require material outside of the scope of
this book.

Moreover, it is sometimes a matter of dispute whether a proposed ap-
proach/model is biologically plausible or not. However, my stance, as an en-
gineer, is that, although it may be sometimes useful to understand the under-
lying principles and then exploit them for the development of the “artificial”
mind system, only digging into such a dispute will not be so beneficial for
the development, once we set our ultimate goal to construct the mechanisms
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functioning akin to the brain/mind. (Imagine how fruitless it is to argue, for
instance, only about the biological plausibility of an airplane; an artificial ob-
ject that can fly, but not like a bird.) Hence, the primary objective of this
monograph is not to seek such a plausible model but rather to provide a basis
for imitating the functionalities.

On the other hand, it seems that the current trend in general connec-
tionism rather focuses upon more and more sophisticated learning mecha-
nisms or their highly-mathematical justifications without showing a clear di-
rection/evidence of how these are related to imitating such functionalities of
brain/mind, which many times brought me a simple question, “Do we really
need to rely on such highly complex tools, for the pursuit of creating the virtual
brain/mind?” This was also a good reason to decide writing the book.

Nevertheless, I hope that the reader enjoys reading it and believe that
this monograph will give some new research opportunities, ideas, and further
insights in the study of artificial intelligence, connectionism, and the mind.
Then, I believe that the book will provide a ground for the scientific commu-
nications amongst various relevant disciplines.
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Statements

Before moving ahead to the contents of the research monograph, there is one
thing to always bear in our mind and then we need to ask ourselves from
time to time, “What if we successfully developed artificial intelligence (AI)
or humanoids that behaves as real mind/humans? Is it really beneficial to
human-kind and also to other species?” In the middle of the last century, the
country Japan unfortunately became a single (and hopefully the last) country
in the world history that actually experienced the aftermath of nuclear bombs.
Then, only a few years later into the new millennium (2000), we are frequently
made aware of the peril of bio-hazard, resulting from the advancement in bi-
ology and genetics, as well as the world-wide environmental problems. The
same could potentially happen if we succeeded the development and thereby
exploited recklessly the intelligent mechanisms functioning quite akin to crea-
tures/humans and eventually may lead to our existence being endangered in
the long run. In 1951, the cartoonist Osamu Tezuka gave birth to the astro-
boy named “Atom” in his works. Now, his cartoons do not remain as a mere
fiction but are like to become reality in the near future. Then, they warn us
how our life can be dramatically changed by having such intelligent robots
within our society; as a summary, in the future we may face to the relevant
issues as raised by Russell and Norvig (2003):

People might lose their jobs to automation;

People might have too much (or too little) leisure time;
People might lose their sense of being unique;

People might lose some of their privacy rights;

The use of Al systems might result in a loss of accountability;
The success of Al might mean the end of the human race.

In a similar context, the well-known novel “Frankenstein” (1818) by Mary
Shelley also predicted such a day to come. These works, therefore, strongly
suggest that it is high time we really needed to start contemplating the (near)
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future, where Als or robots are ubiquitous in the surrounding environment,
what we humans are in such a situation, and what sort of actions are necessary
to be taken by us. I thus hope that the reader also takes these emerging issues
very seriously and proceeds to the contents of the book.
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