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Abstract 

We propose to separate the specification and implementation phases in the con­
ception of the cryptographic protocols. The specification phase describes the logic 
of the protocol. We develop a method for formally verifying this logic before the 
publication of the protocol. The implementation phase contains the choice of an 
appropriate cryptographic function. 
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1 Introduction 

The security of the cryptographic protocols depends not only on the cryptosystem being 
used but also on the way these cryptosystems are used i.e. on the logic of the protocols. 
Some methods for formally verifying the logic of the protocols exist (see for examples 
[BAN89, Bie89, Tou91b, Tou91a]). But each of these methods requires that the analyzed 
protocol is translated in an appropriate syntax. Many of these methods do not worry 
about the particular cryptosystem being used: the protocol to be studied by the method 
has to be described in a relatively general way without specifying the particular cryp­
tosystem to be used. These methods only verify the protocol logic and do not detect the 
weaknesses of the cryptosystems. 

Many cryptographic protocols are described without specifying any cryptosystem. 
The methods of formal verification can thus be applied to them without any problem. 
But some cryptographic protocols (many recent ones) do not separate the protocol logic 
and the cryptosystem being used. This cryptosystem is specified in the description of 
the protocol. We say that these protocols are 'specific'. Before being analyzed by the 
methods of formal verification, these protocols have to be generalized to be used with any 
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cryptosystem (or with any cryptosystem satisfying some properties). This generalization 
could seem tedious but it enables to deeply understand the basic mechanisms of the 
protocols and sometimes to find some inaccuracies in their description. In [Tou91b], we 

have been able to generalize two different protocols described in [BLY88] into a unique 
protocol using any cryptosystem having some required properties. The basic ideas of 
these two protocols are identical but are hidden by the use of different cryptographic 
functions. 

Nevertheless, this generalization is an additional step. I think it would be more 
efficient that, in the future, the protocol designers specify their protocols in a syntax 
appropriate to directly apply a formal verification method. The designers would obtain 
the proof of the security of their protocols before publishing them. Thus, the weaknesses 
of the protocols would be found before their publication which would only happen when 

all the weaknesses would be removed. That would avoid some inconveniences for firms 
which use cryptographic protocols, believing (without proof) that they are secure and 

are victims offrauds from users who have discovered some weaknesses in these protocols. 

We propose to separate the protocol specification phase from the implementation 
phase. The specification phase consists in describing the protocol in the appropriate 
syntax and in very precisely specifying the properties that the cryptosystem to be used 

has to satisfy. The implementation phase consists in choosing cryptosystems (for example 
based on the problems of computing square roots of quadratic residues or of computing 

discrete logarithms ... ) which satisfy these conditions. The word 'cryptosystem' is taken 
here in a very large sense: it can be a real cryptosystem or a one-way function enough 
secure in practice. The 'efficiency' factor strongly influences the choice of cryptosystems. 

We adopt the [Tou91b] method for formally verifying the security of cryptographic 
protocols: it is a generalization of the method we presented at Asiacrypt'91 [Tou91a]. 
We analyze the logic of the protocols by assuming that the cryptosystems are perfect 
(as defined in [Mer83] and [MW85]). The method is based on a representation of the 
complete knowledge that the participants are able to obtain in a protocol execution 

[Tou92]. The main advantages of this method are its generality (it can be applied to 
(almost) every cryptographic protocol) and its probabilistic aspect (we can prove the 
probabilistic properties of cryptographic protocols or estimate the probabilities that the 

detected attacks succeed). 

The method consists in analyzing the knowledge states of the participants and their 
evolution during the execution of the protocol. With each possible state of the protocol, 
we associate the representation of the participants' knowledge in that state. At a given 
time of the execution of a protocol, a participant or an opponent wants to discover the 



79 

current protocol state. For that, he analyzes the possible protocol states and reject the 
states which are not compatible with his knowledge. 

The paper is organized as follows. In Section 2, we briefly describe our representa­
tion of knowledge of the participants in a cryptographic protocol and our model of such 
a protocol. In Section 3, we define our syntax to precisely describe the specifications 
of a cryptographic protocol. Afterwards (Section 4), we briefly explain our method for 
formally verifying the security of cryptographic protocols and for detecting the possi­
ble attacks. In Section 5, we show the advantages of separating the specification and 
implementation phases by considering an example of 'specific protocol'. 

1.1 A Simple lllustrative Example 

We use a common example to introduce and illustrate the various concepts: it is a simple 
coin-flip protocol which is also used as an example in [MW85] and [Bie89]. This protocol 
implements a coin flip by phone. We assume that two users A(lice) and B(ob) want to 
flip a coin by telephone. Each user (A and B) does not trust the other. We consider the 
following protocol. 

1. A chooses randomly a key k in /C and different messages m1, m2 in {T, H}. A 
sends em1 = E(k,mt) and em2 = E(k,m2 ) to B. (E(k,*) denotes the enciphering 
transformation under the key k in a secret key cryptosystem). 

2. B picks u in { em1, em2} and sends u to A. 

3. A sends k to B and they both know the answer a of the coin flip by applying the 
transformation D to u. (D(k, *)denotes the deciphering transformation under the 
key k). 

2 Modeling the States of Knowledge and the Proto­
col 

2.1 Modeling the Cryptosystem 

A cryptosystem is constituted by a set of (clear or enciphered) messages, a set of keys, 
and enciphering and deciphering transformations. A cryptosystem can thus been seen as 
an algebraic system. The elements of this algebra are the (clear or enciphered) messages 
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and the keys. Its operators are the enciphering and deciphering functions (denoted 

respectively byE and D). The cryptosystem seen as an algebra is here called the crypto­
algebra C. 

We want to model the notion of perfect cryptosystem. Like in (MW85], the cryptosys­

tem is idealized by assuming that the crypto-algebra C is isomorphic to the free-algebra 

of the same type. This free-algebra is denoted by :F, the isomorphism between :F and C 
by cp, and the operators of the free-algebra by e and d corresponding to the enciphering 

and deciphering operators of the crypto-algebra. In less formal terms, that amounts to 

assume that any stream of bits (corresponding to a clear or enciphered message) can be 

computed by only one way : it can thus be represented by only one expression in terms 

of the clear messages and the enciphering and deciphering operators. The cryptosystem 

being used has then no cycle and no collision. 

Moreover, for some reasons that we will explain in Remark 2.1, we have also to assume 

that the set of the clear messages and the set of keys are infinite. 

2.2 Modeling Participants' Knowledge 

The cryptographic protocols are based on the secret of some information that some 

participants (a fortiori the opponents) are not allowed to know. In order to prove the 

security of these protocols, it is thus natural to analyze the knowledge of the participants 

and of the opponents in the different states of the protocol. 

We assume that a state of knowledge about the cryptosystem is a subset of :F x C 
which can be partitioned in three special finite sets F, V and SV. 

1. F (for Fixed) is formed by pairs (a, b) which define a one to one mapping from 

a subset of generators of :F to a subset of generators of C. That corresponds to 

generators of the crypto-algebra (i.e. clear messages or keys) that the participant 

has seen or that he knew at the start of the protocol and that he can label by 

a fixed element of the free-algebra: the participants thus knows the sequences of 

bits corresponding to these messages or keys and their meaning. The set F will be 

described by specifying the free-algebra component of the pairs. 

2. V (for Variables) is formed by pairs ( x, y) where x is a fixed generator of the 

free-algebra whereas y is a variable ranging over a subset of the generators of the 

crypto-algebra. The pairs of this type correspond to generators of the crypto­

algebra that the participant has not seen but the existence of which he is aware of. 
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A pair (x, y) of V will be represented by a variable denoted by a tilded symbol, x, 
ranging over the image under the isomorphism <p- 1 of the domain of y. 

3. SV (for Semi-Variables) is formed by pairs (z,a) where a is a fixed element of the 
crypto-algebra and z belongs to a finite subset of Cl(F U V) \ (Cl(F) U V) where 
Cl(X) (for any subset X of :F) denotes the closure of X under the enciphering and 
deciphering operators. These pairs correspond to messages that the participant 
has seen but is unable to label. These messages are then the enciphering of some 
clear messages under unknown keys : they can be expressed in terms of these clear 
messages, these keys and the enciphering and deciphering operators. A pair (z, a) 
of SV is represented by a variable (denoted z*) on the free-algebra with an inclusion 
constraint on this variable in the corresponding subset of Cl(F U V) \ (Cl(F) U V) 
and occasionally inequality relations between variables. 

The participants make some computations on their state of knowledge. We overvalue 
them by assuming that each participant is able to apply the enciphering and deciphering 
operators an infinite number of times but only to the messages and keys that he knows. 
We thus assume that each participant is able to compute the closure Cl(F U SV): this 
closure is called the seen fraction of the participant. 

Remark 2.1 In the Subsection 2.1, we have assumed that the sets of messages and keys 
are infinite. We can now explain why we have made this hypothesis. Indeed, the different 
participants are assumed to know the sets of messages and keys and to be able to apply 
an infinite number of times the operators on any of their finite subsets. If the sets of 
messages and keys were finite, the participants would be able to compute the encryption 
of all the messages under all the keys and our model of a perfect cryptosystem would not 
be right. I 

The participants are also able to draw some inferences from their computations. All 
these inferences are modeled in [Tou92] by unifications (i.e. restrictions of the domain of 
the variables so that two expressions become equal) and contra-unifications (i.e. elimi­
nations of some values from the domain of the variables to prevent two expressions from 
becoming equal). We then obtain a representation of the complete knowledge (in terms 
ofF, V, and SV) that the participants are able to deduce during an execution of the 
protocol. 

Example 2.1 We could build the knowledge states of the participants step by step in 
our coin-flip example introduced in Subsection 1.1. For example, the knowledge states 
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of participants A and B at the end of the first step are 

and 

where 

F(A, 1) = {T, H, k }; V(A, 1) = 0; SV(A, 1) = 0 

F(B, 1) = {T, H}; V(B, 1) = {k}; SV(B, 1) = {em;:,em;} 

k E K; emi,em; E {e(k,T),e(k,H)} 

em;: ::f em;. 

A's state of knowledge remains the same until the end of the protocol while B's state of 
knowledge becomes at the end of Step 3 : 

F(B,3)={T,H,k}; V(B,3)=0; SV(B,3)::0. 

I 

2.3 Modeling the Protocol 

The participants try to use their knowledge to cheat. We have thus to study the evolution 

of the participants' knowledge during the execution of the protocol. We adopt the model 
of the protocol explained in [Tou91a] and [Tou91b]. 

A protocol is usually seen as a (finite) set of communicating processes. The protocol 
execution tree is the tree of the possible global states of the protocol. This tree represents 

the different transitions produced by the actions specified in the protocol. A protocol 
state is the instantiation of some cryptographic variables (i.e. variables of the protocol 
whose domains are included in the crypto-algebra). Note that here, we only consider 
the legitimate actions in the protocol without envisaging the illegitimate actions which 
could be executed by cheating participants or intruders. With each protocol state and 
participant, we associate the knowledge state of that participant in that state. This state 
of knowledge is represented as explained in Section 2. 

3 Definition of a Syntax 

In this section, we define a syntax to describe cryptographic protocols. In [Tou91b], 
this syntax enables us to systematize the construction of the protocol execution tree and 
the associated knowledge states. By using the syntax and defining an order relation 
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on the knowledge states, we also prove in [Tou91b) that the participants' knowledge is 
monotonously increasing during the execution of a protocol. This corresponds to the 
fact that we want to overvalue the participants' knowledge by assuming that they never 
forget anything. In this abstract, we only give the definition of the syntax. This syntax is 
very simple but is sufficient for rather general examples (Needham-Schroeder protocols, 
Kerberos, X509, ... and all the examples considered in [Tou9lb]). 

We consider the following "actions - primitives". 

• choose-key( A, kXk. t): user A instantiates at step t the cryptographic variable k, 
i.e. A chooses at step t the instantiation of k in the set of keys corresponding to 
Kk in the crypt~algebra C. 

• choose-message(A,m,Mm,t): user A chooses at step t the instantiation of the cryp­
tographic variable m in the set of messages corresponding to Mm in the crypt~ 
algebra C. 

• send-clear(A,B,m,t): a~ step t, user A sends message m (in fact its instantiation in 
the run) to user B. 

• send-cipher(A,B,k,m,ekm,t): at step t, user A sends to user B the message ekm 
but this cryptographic variable has a special instantiation: it is the result of the 
encryption of the instantiation of m under the instantiation of the enciphering key 
k. A sends thus E(run(k), run(m)) to B at step t (where run(cv) denotes the 
instantiation of the cryptographic variable cv in the run). Briefly, we say that A 
sends the encryption of m under k. 

• send-decipher(A,B,k,m,dkm,t): at step t, user A sends to user B the instantiation 
of the message dkm i.e. intuitively, the message m that A has decrypted under the 
deciphering key k. In other words, A sends D( run( k), run( m)) to B at step t. 

• cipher(A,k,m,ekm,t): user A enciphers the instantiation run(m) of the message m 
under the enciphering key run(k) at step t and the result E(run(k), run(m)) is the 
instantiation of the cryptographic variable ekm. 

• decipher(A,k,m,dkm,t): user A deciphers the message run(m) under the decipher­
ing key run(k) at step t and the result D(run(k),run(m)) is the instantiation of 
the cryptographic variable dkm. 

Remark 3.1 

• A 'send-cipher' action is simply a succinct writing of the succession of 'cipher' and 
'send-clear' actions and we have a similar property for a 'send-decipher' action. 
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• The different actions only have a meaning if their authors are able (i.e. have enough 

knowledge) to execute them: we say that 'the actions have to be meaningful'. In 

[Tou9lb], we give conditions for each action described in the syntax to be mean­

ingful. 

I 

Example 3.1 

The description of the coin-flip protocol in terms of the introduced primitives becomes: 

• choose-key( A, k, K, 1) (K denotes the set of all the keys) 

• choose-message(A,ml>{T,H},2) (m2E{T,H}\{mt}) 

• send-cipher( A, B, k, m1, emt, 3) 

• send-cipher( A, B, k, m2, em2, 4) 

• choose-message(B, u, {em1 , em2}, 5) (the output a of the coin flip is d(k, u)) 

• send-clear( B, A, u, 6) 

• send-clear( A, B, k, 7) 

Note that the choice actions are explicitly specified in the description of the protocol: 

that enables us in [Tou9lb] to systematize the construction of the knowledge states of 

the participants and the protocol execution tree. I 

4 Method for Formally Verifying the Security of Cryp­
tographic Protocols 

Our method can be applied for verifying two aspects of the security of cryptographic 

protocols. 

• Firstly, we can verify the probabilistic properties of cryptographic protocols. In this 

case, the method consists in grouping the protocol states with the same properties 

and in analyzing if some participants have enough knowledge to modify the proba­

bilistic distributions in the protocol. The verification of the probabilistic properties 

is explained in detail in [Tou9la]. Here we will not consider it. 



85 

• Secondly, we can model the possible attacks of some participants who could send 
messages not in accordance with the specifications of the protocol and the possible 
attacks of intruders who could intercept, delete or replace some messages exchanged 
on the communication channel. We want to describe here this method. However, 
for a better understanding, we will omit some details which are very precisely and 
formally developed in [Tou9lb]. 

4.1 Extended Protocol Execution Tree 

The protocol execution tree that we defined in Subsection 2.3 only represents the protocol 
states allowed by the specifications of the protocol. Here, we want to detect the attacks 
which lead the protocol to a state unallowed by these specifications : in these attacks, 
the participants send unallowed messages or intruders (who do normally not intervene 
in the protocol) intercept and replace some messages. We define the notion of extended 
protocol execution tree which represents the protocol states obtained by assuming that, 
at every time, not only the actions specified by the protocol but also any (nonspecified) 
action can be executed in the protocol. 

4.2 Attacks without Detection 

When is an intruder able to cheat? We assume that the communication channel is 
completely open. An intruder is thus always able to intercept any message. However, 
the noncheating participants know the specifications of the protocol and are waiting for 
some messages to be exchanged. If they detect any abnormal behavior in the protocol, 
the noncheating participants are assumed to directly stop the protocol execution. Thus 
an attack of an intruder only succeeds if the intruder has enough knowledge to replace 
some messages without detection by the noncheating participants. (For a first approach, 
we do not consider here the problem of the coalition of several cheating users). 

Example 4.1 Let us consider a first attack on our coin-flip protocol. 

1. At the first step, A sends em1 = E(k, mt) and em2 = E(k, m2) to B. An intruder 
I can intercept these messages, choose another key k', other messages m'1 and 
m'2 in {T,H}, and send em'1 = E(k', m' 1) and em'2 = E(k', m'2) to B. B does 
not detect any abnormal behavior if intruder I is able to intercept and replace the 
messages in the next steps. 
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2. At the second step, B picks u in {em' 1 , em' 2} and sends u to A. Intruder I can 

intercept the message, pick u' in {em1 , em2}, and send u' to A. 

3. A sends k to B. I can intercept the message and send k' to B. A and B obtain 

the answer of the coin-flip by applying the transformation D but A applies it to u' 

and B to u. They can thus obtain different answers. 

This example is very simple and we directly see that this attack will not be detected. 

Why? Intruder I is able to choose a key k' (different from k) and the messages m' 1 

and m' 2 (he is assumed to know the specifications of the protocol and thus to know the 

messages T and H). Then I has no difficulty to intercept and replace the exchanged 

messages without detection by A and B. He can each time replace these messages by 

messages wanted by the receiver: I has enough knowledge to find messages that do not 

seem in contradiction with the knowledge that the receiver A or B has about the current 

state of the protocol i.e. I has enough knowledge to find messages such that some legal 

states of the protocol (some nodes of the nonextended protocol execution tree) seem still 

possible. 

Let us consider another attack on the coin-flip protocol. 

1. At the first step, intruder I does not intercept the messages. Thus, B receives the 

messages em1 = E(k, m1) and em2 = E(k, m2) from A. 

2. At Step 2, intruder I decides to cheat and intercepts the message u ( u chosen by 

B in { em1, em2} and sent by B). Here, we have two scenarii. 

• In the first scenario, I chooses a new key k', other messages m' 1 and m' 2 in 

{T,H}, and computes em' 1 = E(k',m'I) and em'2 = E(k',m'2). Then, he 

chooses u' between these two messages, and sends u' to A. 

• In the ,second scenario, I replaces the message u by the other message in 

{em1, em2} and sends u' (u' E {em1. em2} \ {u}) to A. 

3. At Step 3, A sends the key k to B. 

• In the first scenario, I replaces the key k by k'. 

• In the second scenario, I does not intercept the key k. B receives it but 

obtains an answer different from A's one. I has thus falsified the answer of 

the coin-flip protocol in the second scenario. 

If we examine the two scenarii above, we immediately see that the first one does not 

really constitute an attack against the protocol. Indeed, A directly detects an incon­

sistency at the end of the second step. A knows the specifications of the protocol, he 
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knows that the message that he has to receive at the end of the second step is one of 
the two messages he sent at Step 1. These two messages are in his state of knowledge; 
when he compares the message u' received at the end of the second step with his state 
of knowledge, he remarks that any legal state of the protocol is impossible. 

The second scenario really constitutes an attack. The protocol state at the end of 
the second step is illegal (i.e. it is a state of the extended protocol execution tree not 
belonging to the nonextended one) but A receives a message u' that is compatible with 
his state of knowledge. A legal protocol state (i.e. belonging to the nonextended protocol 
tree) is possible for A and he thinks that the protocol is in that state. I 

We have considered obvious attacks on the coin-flip protocol. In general, we can 
see that an attack will not be detected if a legal protocol state "seems possible" for the 
noncheating participants from the illegal protocol state. We have thus to define possibility 
relations between the states of the extended protocol execution tree. "A state seems 
possible from another state" will mean that the first state is not in contradiction with 
the knowledge state of the participant in the second state. We have thus to consider the 
participants' knowledge states in the different states of the extended protocol execution 
tree, especially in the illegal states. 

4.3 Knowledge States Associated with the States of the Ex­
tended Protocol Execution Tree 

If each participant or intruder can try to cheat by sending messages not matching the 
description of the protocol, the question is "what are the participants' knowledge states?". 

We could be tempted to assume that at every step, every participant can send any 
message (that he knows or can choose). However, this hypothesis would imply that any 
received message (i.e. any received sequence of bits) could correspond to any element 
of the free-algebra and thus the reception of any message would bring no information 
to the receiver. More precisely, when the received message is a primitive element of 
the crypto-algebra, the receiver could recognize it and label it but he would not know 
who is the sender whereas when the message is not primitive, it could correspond to 
any nonprimitive element of the free-algebra and would thus bring no information. For 
example, in the coin-flip protocol, when B receives two messages at the end of the first 
step, he knows that these messages are the encryption ofT and H under the same key if 
the protocol is correctly executed but an intruder could have intercepted these messages 
and replaced them by any messages (not necessarily the encryption ofT and H). If B 
considers that at any step an attack is possible and that the messages he receives can be 
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any messages sent by an intruder, he adds nothing in his state of knowledge and never 

obtains any information (when the received messages are not clear). 

Each participant in a protocol knows its description and tries to deduce from an 

execution as much information as possible. The only way for him to obtain some in­
formation is to assume nevertheless that the participants follow the protocol and send 

messages of the form specified in its description. So, when a user receives a message, if 

nothing refutes that fact, he is forced to assume that this message is of the form spe~ified 
by the protocol. 

To summarize, the knowledge states associated with a state of the extended protocol 

execution tree for a given participant will be built by considering the actions really 

executed when this participant is the author of these actions or by considering the actions 

specified in the description of the protocol when this participant is not their author. In 

the coin-flip example, we can see that the states of knowledge are represented in the same 

way for any protocol states of the nonextended protocol execution tree corresponding to 

a same step. 

Remark 4.1 Let us consider the first attack on the coin-flip protocol described in Ex­

ample 4.1. We have seen that this attack succeeds. We remark that, at each step of the 

protocol, the knowledge states of participants A and B are consistent i.e. if they analyze 

their seen fraction (as defined in Subsection 2.2), these fractions are one to one mappings. 

But if we change a bit this attack, it does no more succeed. Indeed, let us assume that in 

Step 3, intruder I does not succeed to replace the key k and B receives this key (and not 

the key k'). When he adds k to his state of knowledge and analyzes his seen fraction, B 
remarks that the encryption ofT and H under k does not correspond to the messages he 

received at Step 1. As we saw in Subsection 2.1, these messages are represented in the 

set SV of B's state of knowledge by emi, em; E {e(k, T), e(k, H)}. We thus obtain that 

in this case B's state of knowledge is inconsistent. B detects the attack. He stops the 

protocol execution and the attack does not succeed. We see that an additional condition 

for an attack to succeed is that the knowledge states of the noncheating participants are 

and remain consistent during the whole execution of the protocol. 

Note that the condition of the consistency of the knowledge states of the noncheating 

participants is necessary but not sufficient for an attack to succeed: even if these knowl­

edge states are consistent, some attacks can be detected by the noncheating participants. 

Indeed, in the first scenario of the second attack in Example 4.1, we have seen that this 

attack cannot succeed because the message that A obtains at the end of the second step 
has not the form that A is waiting for: thus, A remarks that the instantiation of the 
variable u does not correspond to a legal protocol state. A's seen fraction contains the 
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knowledge that A is able to obtain about the crypto-algebra but not about the instan­
tiations of the variables of the protocol. Thus, in this case, A's state of knowledge is 
consistent; nevertheless, A detects the attack. As we have already seen in Example 4.1, 
another condition for an attack to succeed is that some legal protocol states seem possible 
for the noncheating participants during the whole execution of the protocol; A's state of 
knowledge has also to be compatible with some legitimate protocol states. I 

4.4 Possibility Relations between the Protocol States 

At a given time of the execution of the protocol, a participant analyzes the protocol exe­
cution tree to reject all the protocol states which are not compatible with his knowledge 
and to discover (if it is possible) the current protocol state. The problem is to know 
which protocol states are possible for a participant in the current protocol state. 

A participant A is assumed to know the specification of the protocol : he is thus able 
to build the (extended) protocol execution tree and to know the representation of his 
knowledge in each protocol state. A protocol state CS' will be possible for a participant 
A in a given protocol state CS 

• if the variables instantiations known by A are identical in CS and CS' and 

• if A's knowledge is represented in the same way in CS and CS'. 

In [Tou91b], we have proved that the relation of possibility considered between cryp­
tographic protocol states of a fixed level of the nonextended protocol execution tree is 
an equivalence relation. 

4.5 Model of the Attacks 

A participant or an intruder will be able to cheat in a given action if he has enough 
knowledge to find an instantiation of at least one cryptographic variable which does not 
belong to the domain of this variable and such that the noncheating participants do not 
remark any unusual behavior in the execution of the protocol. Because we also consider 
the attacks of the intruders who could want to impersonate some participants in the 
protocols, our method is able to detect failures of authentication as well as secrecy in the 
cryptographic protocols. 

We define a 'protocol history' as an execution of the protocol that each noncheating 
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participant thinks compatible with the specifications of the protocol i.e. such that 

• the knowledge states of the noncheating participants have to be consistent during 
the whole execution of the protocol; 

• there have to be some legal protocol states which seem possible for the noncheating 
participants. 

When a protocol history contains some cheatings, the noncheating participants are not 

able to detect them; only a cheating user is then conscious of his cheating. 

By definition, a cryptographic protocol will be secure if any protocol history corre­
sponds to a legitimate execution of the protocol i.e. to a branch of the (nonextended) 
protocol execution tree; thus if the extended protocol tree is reduced to the nonextended 
one by the elimination of the branches which do not correspond to protocol histories. 
In fact, we could build the extended protocol execution tree by only considering the in­
stantiations of the variables possible for the noncheating participants. If some branches 
can be added by this way to the nonextended tree, the protocol is insecure and these 

branches correspond to attacks. 

In [Tou91b], we have studied by this method the security of other protocols like 
Needham-Schroeder key distribution protocols, the Kerberos protocol, and the X.509 
standard. We have found the already known attacks and also some new attacks. 

5 Specification and Implementation Phases 

If we consult the literature, we notice that some protocols (and among others many zero­

knowledge protocols) are described by using very specific cryptographic functions. The 
analysis of their security is closely connected with the security of these functions: we 
call these protocols 'specific'. However, our method analyzes the security of protocols by 

assuming that the cryptosystems being used are perfect. The security of the protocol is 
thus completely separated from the security of the cryptosystem. 

So, our method cannot directly be applied to specific protocols. One could say that 
this is a limitation of our method. We do not think so. The application of our method 
to specific protocols commits us, at first, to generalize them by precisely specifying 
the required properties for the cryptosystem. This generalization can seem tedious but 
enables us to deeply understand the basic mechanisms of protocols and sometimes to find 
some inaccuracies in their description. In fact, this generalization inverses the steps of the 
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designer of a protocol who first thinks of a general scheme and then tries to implement 
it by taking advantage of the properties of some specific cryptosystem. 

For the existing specific protocols, this generalization is necessary. But we think that 
the syntax (possibly completed by other actions) defined in Section 3 could provide a 
language for describing the cryptographic protocols. The designer of protocols could 
directly write their protocol in terms of this syntax. That would have three important 
advantages. 

1. The designer could directly apply the method of formal verification described in 
Section 4 and thus he would only publish a protocol when he is sure that it is 
secure. 

2. The required properties for the cryptosystem to be used would precisely be speci­
fied. 

3. The imprecisions in the description of a protocol would directly be detected. 

The specification phase would contain the conception and description of the protocol 
in terms of the syntax, the formal proof of its security, and the specification of the 
properties that the cryptosystem to be used has to satisfy. The implementation phase 
would contain the choice of the cryptosystem satisfying all these properties. This choice 
takes in account all the practical requirements (performance, security level, ... ). 

5.1 Example 

We present here a signature protocol inspired from the Fiat-Shamir scheme ([FS87]). 
Brickell, Lee and Yacobi give in [BLY88] two specific signature schemes for secure audio 
teleconferencing between N participants connected to a central facility called a 'bridge'. 
One of these protocols is based on quadratic residues and the other on discrete logarithms. 
These two protocols seems rather different. We show that if the authors had followed 
our method of separating the two phases of specification and implementation, they would 
only obtain one protocol. The two protocols only differ in the choice of the cryptosystems 
but in [BLY88], the specific cryptosystems completely hide the similarities between the 
two protocols. Note that the authors were conscious that the two protocols were based on 
the same idea when they designed these protocols but this idea does not clearly appear 
when we consider the two published protocols ([BLY88]). 

In the protocol, three entities are considered: 
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• a central authority 

• a central facility called bridge which selects L active speakers, adjusts the volume, 

adds their (encrypted or not) signals and broadcasts the result. L is an integer 

larger than 2. 

• different participants who want to jointly sign a message m or the contents of the 

conference. 

5.1.1 The Two Protocols Presented in [BLY88] 

We give here the specifications of the two protocols given in (BLY88]. 

First Specific Protocol: a Quadratic Residue Signature Protocol 

Let n be a public Blum integer (i.e. the product of two large primes which are congruent 

to 3 modulo 4). n is public but its factorization is known only by the central authority. 

P denotes the list of participants who want to sign a message m: each user u can be 

identified by some public data Iu (e.g., his name, address, social security number, ... ). 

Let h be a cryptographically secure pseudo random function known by every partic­

ipant. The numbers Vu; = h(Iu, j) (j = 1, ... , I; for I an integer sufficiently large for 

the protocol to be secure) can be computed by every user. By renaming if necessary, we 

can assume that vu., ... , Vu1 all have the Jacobi symbol +1 modulo nand thus, +vu; or 

-Vu; (i = 1, ... ,I) is a quadratic residue modulo n. 

For each user u, the central authority computes Su 1 , •.• , Su1 such that for j = 1, ... , I 

(mod n) 

(the inverse is computed in arithmetic modulo n) and transmits to u the {su;} in a secret 

and (assumed) quite secure way. Let also g be a one-way function which maps very long 

messages to sequences of I bits and m the message to be signed. The quadratic residue 

protocol is described in [BLY88] as follows. 

1. Each participant 1 :::; u:::; N picks a random 0:::; ru :::; n, computes Xu = r~ (mod n) 

and sends Xu to the bridge. 

2. The bridge computes X = TI~=l xu (mod n) and broadcasts it. 

3. Each participant u computes g(m, X, P) = (e1 , ••. , ei). 
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4. Each participant u computes Yu = ru n~=l s~~ and transmits Yu to the bridge. 

5. The bridge computes Y = [1;;'=1 Yu (mod n) and broadcasts it. 

6. Each participant computes 

I 

Z = Y2 IT~·; (mod n) 
j=:l 

where VJ = rr:=l Vu; (mod n) and v;;f = ±s~; (mod n). 

7. Y is a valid signature if and only if Z = ±X (mod n) and the list P of parties 
matches the list of parties signing the documents. 

Second Specific Protocol: a Discrete Logarithm Signature Protocol 
Let T be a prime power, a a generator of the multiplicative group of the Galois field 
GF(T) and :: the congruence in GF(T). Each user u (1 ~ u ::_:; N) has 1 secrets Su; 

(1 ::; j ~ 1) (1 is an integer large enough for the protocol to be secure) and publishes 

This protocol based on the problem of computing discrete logarithms is described in 
[BLY88] as follows. 

1. u picks random ru E [0, T[, computes au = ar• and transmits it to the bridge. 

2. The bridge computes X :: [1;;'==1 au and broadcasts it. 

3. Let (e1, ... , e,) be the first 1 bits of a" in GF(T), where u is the concatenation 
(m,X,P). u computes Yu = ru + Le;=l Su; (mod T-1) and transmits it to the 
bridge. 

4. The bridge computes Y = 2::;;'=1 Yu (mod T- 1) and broadcasts it. 

5. u computes w = rr:=l ITe;=l Wu; and then z = aYW. 

6. o.k. iff Z =X. 

The specifications of the protocols are different but seem similar on some points. Let 
us now explain our method to describe the protocol. We begin by the specification phase 
to define the structure of the protocol. 
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5.1.2 Specification Phase 

We directly give the description of the (generalized) protocol expressed in terms of our 

syntax defined in Section 3 and the properties required for the cryptosystem to be used. 

Required Properties for the Cryptosystem to be used 

We assume that 

• the crypto-algebra corresponds to a public-key system. 

• there is a public pseudo-random function g of which the domain is the set of possible 
messages of the crypto-algebra and the codomain the set of the different sequences 
of l bits. 

• There are two binary operations op1 and op2 , publicly known, defining abelian 

groups structures on the set M of messages of the crypto-algebra, and such that 

where E is the enciphering function. Corresponding operations are defined on the 

free-algebra. 

Preliminary choices 

Each user u ( u = 1, ... , N) chooses l messages in M (l is a parameter to be fixed 

according to the desired degree of security). These messages are denoted 

and remain secret. User u computes and publishes the inverse (for the operator op1 ) of 
the encryption of these messages under the public key kp of the central authority 

each user is assumed to know the elements { vu,, i = 1, ... , l} corresponding to the other 
users. 
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Description of the Protocol 

1. /\~= 1 ( choose-message(u, mu, M, 1) /\ send-cipher(u, B, kp, mu, emu, 1)) 

if B denotes the bridge. 

2. /\~= 1 send-clear(B, u, X, 2) where X= op1(em1, ... , emN ). 

3. Let g1, ... , gr be the positions of the bits of g( m, op1 ( em1, ... , emN ), P) equal to 
'1' (assuming their number is r (r 2: 0)) where P denotes the list of participants 

who want to sign the message m. 

/\~=l send-clear(u, B, op2(mu, Bug., ... , Bug.), 3) 

4. /\~= 1 send-clear(B,u,Y,4) where 

Y = (op2(op2(m1, B1g., ... , B1 9.), op2(m2,B291 , ... ,B2g.), ... , 

op2(mN, BNg1 , ••• , BN9.)). 

We will assume that the seen fraction of the participants (as defined in Subsection 2.2) 

is closed under the operators op1 , op2 , and the enciphering function E. The signature will 

be verified if at the end of the protocol execution, the participants' state of knowledge is 

still consistent. Indeed, in .this case, 

Note that this protocol uses very little cryptography: one public transformation is 

known but it is always used with the same public key kp and the corresponding decipher­

ing function is not specified because the central authority does not really participate in 

the protocol. Thus, the states of knowledge do not need to be assumed closed under the 

decryption function. 

States of Knowledge 
Let i be a user who wants to cheat: in order to prepare his cheating, he has stored 
every message exchanged during several executions (let us assume n (n 2: 1) executions) 
of the protocol. The other users suspect nothing and thus are only conscious of the 
messages that they receive themselves and forget them when the corresponding execution 

is finished. 

Thus i's knowledge state before the start of the ( n + 1 )st execution of the protocol is 
I<(i, 0) = F(i, 0) U V(i, 0) U SV(i, 0) where 
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V(i,O) = {sv; :j = 1, ... ,/,;m£kl: k = 1, ... ,n;v E P\ {i}}, 

SV(i, 0) {(E(k S-))-1<•Pd · J.- 1 /· em(k)• - E(k m(k))· pJ Vj • - J • • • 1 1 tJ - pJ V 1 

The preliminary states of knowledge of the other participants ( u E P \ { i}) are 

F(u,O) = {su;: i = 1, ... ,l,kp}, V(u, 0) = {sv;: i = 1, ... ,l;v E P \ {u}}, 

SVu,O = {(E(kp,sv;))- 1<•Ptl: i= 1, ... ,/;v E P\ {u}}. 

The bridge is assumed trusted and we do not consider its states of knowledge. 
After the first step, we have 

Vu E P : F( u, 1) = F( u, 0) U {mu},V( u, 1) = V( u, 0) U {in;; : v E P \ { u }}, 

VuE P \ {i}: SV(u, 1) = SV(u, 0), 

SV(i, 1) = SV(i,O) U {E(kp, in;;): v E P \ {i} }. 

After the second step, 

VuE P \ {i}: SV(u, 2) = SV(u, 1) U {op1(E(kp, mi), ... , E(kp, 71iN))}. 

After the third step, 

SV(i,3) = SV(i,2)U{op2(Tn;;,sv9,, ... ,Svg,:): v E P\ {i}}. 

At the end of the protocol, i's knowledge state has not changed anymore because the 
seen fraction of each user is assumed to be closed under the encryption function but also 

under the operations op1 and op2 (considered here in the free-algebra). But the states of 

knowledge of the other users become 

'rluEP\{i} :SV(u,4) = SV(u,3)U{op2(op2(ffii,slg1 , •.• ,Si;,:), ... , 

Analysis of the Protocol 

At first glance, this signature scheme seems very secure but our method detects a pos­
sibility of cheating. Indeed, there is a protocol history which does not correspond to 

the normal execution of the protocol: the intruder has a probability larger than zero to 

manage to impersonate any other user. Even if the probability of cheating is very very 
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small, as soon as it is larger than zero, the possibility of cheating is detected by our 
method. 

If an intruder wants to impersonate a user u and to give the impression that u 
has really signed the message m while u does not, he can make the first step instead 
of u: i chooses a message mu and sends B the encryption of this message under the 
public key kp. The second step is performed by B and thus does not constitute any 
difficulty for the intruder. The delicate point is Step 3. The intruder can compute 
g( m, op1 ( emt. ... , emN ), P) but has to send a message which has the same value as 
op2(m .. , s.. , ... , Su ) without knowing Su , •.• , Su . We can assume that the intruder 

91 9r 9t 9r 

i has discovered the values of m~1 ), ... , m~n) which do not need to be well protected be-

cause they are normally used only once. Thus, the intruder knows 'op2( s;;-::l , ... , s.:;-;; ) ' 
91 9 

rU) 
for each previous execution (j = 1, ... , n). If we assume that the operation op2 is such 
that op2(a,b) = op2(c,d) {:}a= c,b = d for any elements a,b,c,d of the domain of 
op2 (in fact, it is sufficient that all the applications of op2 on different combinations of 
{ Su; : j = 1, ... , I} are different), 

op2(su , ... , s.. ) = op2(s;;;.), ... , s~ ) 
91 9r g/ 9 r(j) 

if and only if 

Su 91 = Su •lj) 1\ ... I\ S"•• = Su .~j). 

The probability to have Relation (3) is the probability that 

g(m,op1(em1, ... , emN), P) = g(m<il,op1 (em~i)' ... , em~)), P): 

this probability is ir. If I is large enough, the protocol is secure in practice. 

5.1.3 Implementation Phase 

(3) 

(4) 

We have to choose a cryptosystem which satisfies the properties previously specified. In 
this protocol, only an encryption function is used with always the same public key. In 
[BLY88], the authors do not choose real cryptosystems but two one-way functions (one 
for each specific protocol) that they estimate appropriate (enough secure and efficient) 
for the practice. 

1. The first function is 

f(n, m) = m2 (mod n) 

where n is publicly known but its factorization is only known by the central author­
ity. The operators op1 and op2 are then the multiplication in arithmetic modulo 
n. 
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2. The second function is 

f(T,m) =am 

in the arithmetic of GF(T) where T and a are the public information. The operator 

op1 is then the multiplication in GF(T) and op2 the addition modulo (T- 1). 

6 Conclusions 

In the design of the cryptographic protocols, we propose to separate the specification 

and implementation phases. 

The specification phase consists in describing the protocol in terms of the syntax intro­

duced in Section 3 and in very precisely specifying the properties that the cryptosystem 

to be used has to satisfy. The implementation phase consists in choosing cryptosystems 

(for example based on the problem of computing square roots of quadratic residues or 

of computing discrete logarithms ... ) which satisfy these conditions. The word 'cryp­

tosystem' is taken here in a very wide sense: it can be a real cryptosystem or a one-way 

function enough secure in practice. The 'efficiency' factor strongly influences the choice 

of cryptosystems. 

The main advantage of this approach is that the security of the protocol can be 

formally verified before its publication. This verification can be made by applying the 

method we describe in [Tou91b] which is a generalization of [Tou91a]. Our method is 

conceptually simple and very close to the reasoning of a participant or of an intruder 

who wants to cheat. This method is also very general: it is able to detect any attack on 

the cryptographic protocols and to verify the probabilistic properties of these protocols. 

It can be applied in public or private key cryptography, to protocols preserving the 

secret or the authenticity of some data, providing digital signatures, ... In [Tou91b], we 

have studied by this method the security of other protocols like Needham-Schroeder key 

distribution protocols, the Kerberos protocol, and the X.509 standard. We have found 

the already known attacks and also some new attacks. The other methods often study 

the security of only one category of cryptographic protocols and do not consider the 

probabilistic aspect. 

Another advantage of separating the specification and implementation phases is that 

the properties the cryptosystems have to satisfy are precisely specified. In the imple­

mentation phase, these properties can be lightened if the security is estimated sufficient 

in practice. Note that the properties can be very general. An extension of our method 

could be the definition of languages to specify the properties of the protocols and of the 
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cryptosystems. 
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