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Abstract. We introduce a temporal logic TAL and prove that it has
several nice features. The formalism is a two-dimensional modal system
in the sense that formulas of the language are evaluated at pairs of time
points. Many known formalisms with a two-dimensional flavor can be
expressed in TAL, which can be seen as the temporal version of square
arrow logic.

We first pin down the expressive power of TAL to the three-variable
fragment of first-order logic; we prove that this induces an expressive
completeness result of ‘flat’ TAL with respect to monadic first order
logic (over the class of linear flows of time).

Then we treat axiomatic aspects: our main result is a completeness proof
for the set of formulas that are ‘flatly’ valid in well-ordered flows of time
and in the flow of time of the natural numbers.

1 Introduction

Two-dimensional temporal logic In the last twenty years, various disci-
plines related to logic have seen the idea arising to develop a framework for
modal or temporal logic in which the possible worlds are pairs of elements of the
model instead of the elements themselves. Often the motivation for developing
such two-dimensional formalisms stems from a dissatisfaction with the expres-
sive power of ordinary one-dimensional modal or temporal logic. Let us mention
three examples of two-dimensional modal logics (we refer to VENEMA [23] for a
more substantial overview):

First, in tense logic, there is a research line inspired by linguistic motivations.
In the seventies, the development of formal semantics and the strive to give a
logical foundation for it, lead people like Gabbay, Kamp and Aqvist (cf. [5] for an
overview) to develop two-dimensional modal logics taking care of the linguistic
phenomenon that the truth of a proposition may not only change with the time of
reference, but also with the time of utterance by the speaker. Second, in artificial
intelligence it has been argued that from a philosophical or psychological point
of view, it is more natural to consider temporal ontologies where periods of time
are the basic entities instead of time points. In some approaches, for instance
in HALPERN & SHOHAM [7], modal logics of time intervals have been studied
where the possible worlds are intervals; and an interval is identified with the pair
consisting of its beginning point and its endpoint. Our last example concerns



arrow logic (VENEMA [26]) which is based on the idea that in its semantics,
transitions (arrows) do not link the possible worlds, they are the possible worlds.
Two-dimensional arrow logic arises if we see transitions as a pair consisting of
an input and an output state.

Diverse as all these two-dimensional modal formalisms may be in background
and nature, they have many aspects in common, one of which is the close con-
nection with algebraic logic (for an introductory overview of algebraic logic we
refer to NEMETI [17]). For instance arrow logic can serve as a tool to study
the theory of Tarski’s relation algebras. Second, and partly related to the first
point, the axiomatics of two-dimensional modal logics is not a trivial matter.
In particular, if one is interested in a full square semantics, i.e. models where
all pairs of points are admissible as possible worlds, there are few interesting
logics that are decidable or finitely axiomatizable by a standard Hilbert-style
derivation system.

There are various ways to get around these negative results: for instance in
arrow logic, an interesting approach is to drop the constraint that the universe
of a model should be a full square. The theory of such relativized squares may
be both decidable and nicely axiomatizable (cf. MARX ET ALII [15] for some
examples). For the axiomatizability problem, a different solution was found by
Gabbay (cf. [3]); by introducing so-called irreflexivity rules, various logics which
are not finitely axiomatizable by standard means, do allow a finite derivation
system. Obviously, such rules do not affect the undecidability of the logic. In
order to deal with the latter issue, one may take up a third idea, viz. to restrict
the interpretation of the two-dimensional semantics. A very common constraint is
to make the truth of an atomic formula at a pair dependent on one coordinate of
the pair only. Such valuations are called weak or flat. It is not very difficult to see
that with this restriction, two-dimensional modal logic corresponds to monadic
first-order logic instead of to dyadic predicate calculus, and hence decidability
follows immediately for various classes of models. This approach originates with
the literature on two-dimensional tense logic and is also followed in formalisms
like process logic, cf. HAREL, KOZEN & PARIKH [8].

The system TAL Let us now say a few words about the formalism TAL that
we investigate in this paper. It is a temporal logic, i.e. its intended models will be
flows of time ¥ = (T, <), and it is a two-dimensional system: the basic declarative
statement of TAL will be of the form

T, V,s,tl- o,

where ¢ is a formula, V' is a (possibly flat) interpretation function for the propo-
sitional variables, and (s, t) is a pair of time points.

The position of TAL within the landscape of two-dimensional modal and
temporal logics is best explained by noting that it is the temporal version of
arrow logic. To be precise, the language of TAL is that of arrow logic, extended
with a constant A which refers to the ordering relation, i.e.

M, s, tlF A <= s<t.



An advantage of the presence of this constant is that it makes it easy to express
properties of the ordering relation in the language. Compared to other two-
dimensional temporal logics, TAL is a quite expressive formalism, being able to
express the operators of most of the systems that are known from the literature.

Overview The aim of the paper is to look at the expressive power and the
axiomatics of TAL.

After giving the necessary formal definitions in the next section, we will see
in section 3 that, as a consequence of results known from the theory of relation
algebras, TAL is expressively equivalent to the three-variable fragment of first-
order logic with dyadic predicates; as an interesting corollary we can prove that
over the class of linear orders TAL is expressively complete with respect to first
order logic with monadic predicates. Concerning axiomatics, in section 4 we first
prove some completeness results for derivation systems having an irreflexivity
rule. These results are easy consequences of similar results obtained for arrow
logic, cf. VENEMA [23].

In section 5 we pay special attention to the well-ordered flows of time and in
particular, to the flow of time w of the natural numbers. There are two reasons
to do so: first of all, for these structures we can prove a completeness result for
flat validity of a system without any non-orthodox derivation rules. An interest-
ing aspect of the proof is that it essentially uses the expressive completeness of
TAL over the class of linear orderings; this completeness-by-completeness argu-
ment was first used in GABBAY & HODKINSON [6] for Kamp’s one-dimensional
functional complete logic with S (‘Since’) and U (‘Until’). Second, well-ordered
models for TAL have close connections with relation algebras defined in MAD-
DUX [13], but for limitations of space we cannot go into detail here.

To motivate of the special attention for w, let us note that the set of intervals
{(s,t) € N x N | s <t} over w can be seen as to represent finite computation
paths.? Hence our results may have applications in the theory of program veri-
fication.

2 Definitions

Definition 1. TAL is the similarity type having, besides the boolean connec-
tives, the following set of modal operators: a dyadic operator o, a monadic ® and
two constants 6 and A. The set of TAL-formulas are defined as usual, i.e. given
a set VAR of propositional variables, a TAL-formula is either atomic (i.e. in the
set VAR U {4, A}), or it has the form —¢, ¢ V1), ®¢ or ¢ o), where ¢ and ¢ are
formulas.

As abbreviations we will use the usual boolean connectives and constants,
and the following compass diamonds

3 Infinite computation paths could come into the picture if we would consider the
ordering of the successor ordinal of w; for this flow of time (w + 1, <) results can be
obtained that are similar to the ones reported on in this paper.



OND = o\ Owo =RAo ¢

Csp =¢oA Opp =Aoo

Cvop =COnp VoV s Cup =Owo VoV Opd
Cp =0uOve

together with their obvious duals Oy, Og, Oy, etc. Besides these, we define the
following diamond D:

Dé=-60(poT) V (Tog)od.

Definition 2. A frame for TAL is a pair ¥ = (T, <) with < a binary relation on
T. A flow of time is a frame where < is a transitive, irreflexive relation on 7'. A
model is a triple 9 = (T, <, V) such that (7T, <) is a frame and V is a valuation,
i.e. a function mapping propositional variables to subsets of T' x T

Truth of a formula ¢ at a pair (s,t) in a model 91, notation: M, s,t Ik ¢, is
defined as follows:

M, s, tl-p if (s,t) € V(p),

M, s, t1-0 if s =t,

M, s, tIFA if s < t,

M, s, tlk—gp it M s, tIf P,

M, s, tIFpVyif M s tl-dor M, s, tl-,

M, s, t-®¢ f Mt sk o,

M, s,t Ik P o) if there is a u such that M, s, u Ik ¢ and M, u, t I- .

Validity is defined and denoted as usual. For instance, a formula is valid in a
class K of frames, notation: K |= ¢, if for every frame ¥ in K, every valuation
V on ¥, and every pair s,t of points in ¥ we have T,V s,t |- ¢. A formula ¢ is
satisfiable in a model if —¢ is not valid in the model.

A valuation is called flat if for for every propositional variable p and every
s,t and w in T, we have (s,t) € V(p) iff (s,u) € V(p). Flat validity, notation:
=y, is defined like ordinary validity, but with the restriction to flat valuations.

Note that informally, a valuation is flat if the truth of a propositional variable
at a pair (s,t) only depends on the first coordinate s.

In the sequel, we will consider linear flows of time mainly, i.e. flows of time
(T, <) where < is a total relation. Such frames allow a nice, two-dimensional
representation, cf. the pictures below. The set of pairs where § holds consists of
the diagonal elements of the universe; \ is true precisely in the ‘north-western’
halfplane. The operator ® corresponds to mirroring in the diagonal. A formula
¢ o1 holds at a pair a, if we can draw a rectangle abed such that: b lies on the
vertical line through a and ¢ holds at b, d lies on the horizontal line through «
and 1 holds at d; and c lies on the diagonal.

The subscripts N, S, W, E, H and V are mnemonics for respectively north,
south, west, east, horizontal and vertical. Note that according to the truth defi-
nition given above, these compass operators receive their natural interpretation,



Fig. 1. TAL’s operators in linear frames.

dIF a ¥ oy

A
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e.g.

M, s, tIFOgp <= there is a point (s,u) south of (s,t) with s, u - ¢,
M, s, tIFOyd <= there is a point (s,u) with s, u Ik ¢,

The diamond D is a so-called difference operator, i.e. its ‘accessibility rela-
tion’ is the inequality relation:

M, (s,t) IF D¢ iff there are ', ' with (s,t) # (s/,t') and M, (', ') IF . (1)
Finally, < is a universal operator, i.e.
M, (s,t) IF O iff there are s',t" with M, (s',¢') I+ . (2)

We leave it to the reader to verify (1) and (2).
A central role in our paper is played by the class of well-orderings and the
flow of time of the natural numbers.

Definition 3. Let w denote the flow of time of the natural numbers, i.e. w is the
frame (N, <) where N is the set of natural numbers and < is the usual ordering
on N. WO denotes the class of well-ordered flows of time, i.e. linear frames such
that every non-empty set of time-points has a smallest element.

3 Expressiveness

In this section we investigate the expressive power of TAL. First we will see how
some properties of temporal frames can be expressed in the language; then we
turn to the level of models, where we compare the expressive power of TAL to
that of first-order logic. It turns out that on the model level, TAL is as expressive
as the three variable fragment of first-order logic; as a consequence, we obtain
an expressive completeness result for flat TAL over the class of linear orders.

So let us start with some correspondence theory on the frame level. Note that
as a nice consequence of having an explicit referent to the (ordering) relation in
the object language, it becomes very easy to characterize properties of <:



Definition 4. Consider the following TA L-formulas:

(TR) AoA— A (transitivity)
(IR) A— =0 (irreflexivity)
(TO)  AVIVRA (totality)
(LN) TRAIRATO (linearity)
(DI) Ao A= A0 (AA=(Ao X)) AAA=(AoN)) oA (discreteness)
(DE) A= Ao (denseness)
(W) Op — O(p ADg—p A Oy Oy —p) (well-orderings)
(UL) ©owT (left-serial)
(UR) ONT (right-serial)
Proposition 5. Let ¥ = (T, <) be a frame. Then

i) TETR < < is transitive,

(il) TEIR = < is irreflezive,

(iii) TETO — < is total,

(iv) TELN <= < is linear,

Now suppose < 1is linear. Then

(v) ¥EDI <= < is discrete,

(vi) T EDE <= < is dense,

(vil) TEW <= < is well-ordered,

(viii) T = UL <= T is left-serial,

(ix) TEUR <= T is right-serial,

(x) TEDIANWAUR = T>w.

Proof. As an example, we prove (v), one direction of (vii), and (x). Let T be
linear.

For (v) first assume that ¥ is discrete, and that 9 is a model on ¥ with
M, s,t - Ao A Clearly then ¢ is a successor of s, but not the immediate one. So
let w be the immediate successor of s. By linearity of < we have s < u < t, and
as u is the immediate successor of s: s, u - AA=(AoA). So s, IF (AA=(Ao X))o
The other conjunct in the consequent of DI is treated likewise.

For the other direction, assume that ¥ = DI and let s < t. We have to
find an immediate successor for s. If ¢ is the immediate successor of s, we are
finished. Otherwise, s,t IF Ao A (in every model on %), so s,t Ik (AA—(Ao X))o
by assumption. By the truth definition, there is a u with s,u IF A A =(A o A)
and wu,t I A. It is then straightforward to verify that this u is the immediate
successor of s.

Now we will show the direction < of (vii). Assume that < is well-ordering
of T', and suppose that V is a valuation on ¥ such that for some s,t € T,
we have T, s,t I Op. This implies that V(p) # &, so we obtain that the set
X, defined by X = {s € T | 3t (s,t) € V(p)}, is not empty. As < is a well-
ordering, X has a smallest element x. Now let Y be the set {t € T | (x,y) €
T}, then Y # & by definition of X. So also Y has a smallest element y. It is
then straightforward to verify that T, V,z,y IF (p A Og—p A Oy DOy —p), whence
TV, s, tlF <>(p AUOg=pA DWDV—!p).



For (x), note that w is the only well-ordering which is discrete and right-
serial. Hence, (x) follows from (v), (vii) and (ix). O

Compared to the existing two-dimensional tense logics, we feel that TAL has
the advantage of being both quite expressive and perspicuous. In fact, concerning
the first point, all of the systems known to us can be seen as subsystems of TAL.
For example, the system studied by Aqvist in [27] uses a set of operators all of
which can be defined in TAL:

{bf = \,id = 6,af = @A,
(P)p = Owe¢, (F)p = Cp¢, (0)p = O (I A @), (X)p = @}

As a second example, one of the systems discussed by Gabbay in [5] has two
modal operators, F' and P, with F' having the following semantics:

M, s,tlF Fp <= either s =t and for some t' > t, M, s, IF ¢
or s <tand M, t,tIF o
or s >t and for some s < u < t, M, u,u - ¢.

It is a straightforward exercise to show that F'¢ can be defined in TAL as
(5 — <>N¢) A ()\ — DH((S — ¢)) A (®)\ — <>W<>N(5 A (,25))

Of course, for practical purposes such operators may be necessary: Gabbay’s
motivation for the introduction of F' is to capture the future perfect tense in
English. However, we feel that it is better to use a formalism where the primitive
operators have a more perspicuous semantics, provided that this clarity does not
stand in the way of the system’s expressive power.

In the second part of this section we compare the expressive power of TAL
to that of first-order logic on the level of models. To start with, let us define the
first-order language used to describe our models.

Definition 6. Let L?< be a signature of first-order logic with a designated
dyadic predicate symbol R and the following set of dyadic predicates {P; | p; €
VAR}. L'< is defined as L?<, but now all predicates P; are monadic.

Let N be a set of L-formulas, k a natural number and X a set of variables
in L. We define
N(X)={¢ e N| all free variables of ¢ are in X },
N,  ={¢ € N | all variables of ¢ are among xo,...,Tx_1 }.

Now we can view the models of our modal formalism as structures for L2<
as follows. Let M = (T, <,V) be a model for TAL, then we can define an
interpretation I for L?< on T by putting I(R) = < and I(P;) = V(p;). If M is
flat, its induced L!<-structure will be the pair (T, 1) where I(R) = < and

I(P)={teT| (t,u) € V(p;) for someu € T }.

In the sequel, we will identify TAL-models with their induced L-structures.



The basic result concerning the expressive power of our system is that TAL
has the same expressive power as LZ(zo, 1), a fragment of L which we will call
‘the three variable fragment of first-order logic’, by a slight abus de langue. We
hasten to remark that this claim is an immediate consequence of a well-known
result in algebraic logic (cf. for instance TARSKI & GIVANT [21]).

Proposition 7. (i) There is an effective translation T from TAL- formulas to
L?(xq,x1)-formulas such that for every model M for TAL, every TAL-formula
¢ and every pair (to,t1) € T x T

M, to,t1IFp <— M ': 7'((;5)[330 — tg, T, — t1].

(ii) There is an effective translation u from L*(zo, x1)-formulas to TAL-formulas
such that for every L*-structure MM every L?(xq,x1)-formula ¢, and every pair
(to, tl) eTxT

m ): (b[l‘o — tg, T, — tl] — M, to, 1 IF /_L(¢)

Omitting the proof of this theorem, we just mention the definition of 7:

TPi = Pixory

70 =Ty =21

TA = R(E()xl

¢ =7 3)
T(pVp) =TV TY

TR = T7¢[x0/T1,71/70]

T(p o) = xg [To[xa/x1] A T[22/ 20)],

where we assume that we have a suitable devise to perform the variable substi-
tutions ([zg/x1, x1/x0), [x2/x1] and [xo/21]) within the three variable fragment
of L?<.

As a straightforward consequence of this proposition, we see that over the
class of flat models, every TAL-formula ¢ has an equivalent 7, ¢ in L§<(x0, x1)
and vice versa. The crucial (and only) difference in the translation 7, lies in the
atomic clause:

THhP: = PiCC() N1 = x7. (4)

A fortiori, every TAL-formula has an equivalent in L'<(zg,z1). We will now
show the converse of this fact to hold as well, and thus establish an expres-
sive completeness theorem, in the style of Kamp’s famous result concerning the
operators S (‘Since’) and U (‘Until’) (cf. Kamp [10])%.

Theorem 8 (Flat expressive completeness over linear orders). Over the
class of flat models based on a linear frame, every L'<(zo,x1)-formula has an
equivalent in TAL, and vice versa.

4 Kamp’s theorem states that that over the class of Dedekind-complete linear order-
ings, every formula in L'<(zo) has an equivalent in the one-dimensional formalism
with operators S and U; we refer to GABBAY E.A. [5] for a more accessible proof.



Proof. Let ¢ be a formula in L'<(zg,2;). By results in GABBAY [4], resp. IM-
MERMAN & KOZEN [9], L'< has Henkin-dimension three, resp. the three-variable
property over the class of linear orderings, both implying that ¢ has an equivalent
in L3~ (z0,71). Then by proposition 7, ¢ has a TAL-equivalent over the class of
flat linear models. ad

Note that the restriction to flat TAL/monadic predicates is essential here, as
it is shown in VENEMA [22] that no finite system of two-dimensional temporal
operators can be as expressive as L2<(xo, 1). Finally, we should mention that
TAL is not the only two-dimensional expressively complete system, and that our
notion of two-dimensional expressive completeness is not the only one possible.
We refer to GABBAY E.A. [5] for more details.

4 Axiomatics: the general case

In this section we develop the axiomatics of TAL. First we will define a derivation
system which is sound and complete with respect to the class of all frames; then
we will define complete axiom systems for various classes of flows of time, like
the linear, dense and discrete ones. At the end of the section we treat axiom
systems for flat validity.

The basic systems in our axiomatics are the following:

Definition 9. The axiom system AR is given by the following sets of axioms
(where ¢ 0 1) and ®¢ abbreviate =(—¢ o 1)) and =®—¢, respectively):
(CT)  all classical tautologies
(DB) (p—p)oq — (pog—1poq)
pol¢g—4q) - Weg—poq)
@p—aqa) — (& — 29

(A1)  —®p = @p
(A2)  @op —p

(43)  ®(poq) < ®@qo®p
(A4) dop )

(A5)  po—(®poq) — —q

(A6)  pof(gor) < (pog)or

and the following set of derivation rules: Modus Ponens, Universal Generalization
and Substitution:

(MP) ¢, =4 [ ¥

UG) ¢/ ¢ot,pod

¢/ @

(SUB) ¢ | o¢
where ¢ is a map uniformly substituting formulas for propositional variables in
formulas.

The derivation system AR" is the extension of AR with the Irreflexivity Rule
for D:

(IRp) (pAN—Dp) — ¢ / &, provided p does not occur in @.



Definition 10. Let A = (A4, R) be a derivation system with A being the set of
axioms and R the set of derivation rules. A derivation is a sequence ¢y, ..., ¢on
such that every ¢; is either an axiom or the result of applying a rule to formulas
of {¢o,...pi—1}. A formula ¢ is a theorem of A, notation: A+ ¢, if ¢ appears as
the last item of a derivation in A. A formula ¢ is a A-consistent if —¢ is not a
theorem. A derivation system A is sound with respect to a class K of frames if

every A-theorem is valid in K and complete if every K-valid formula is a theorem
of A.

We refer the reader to VENEMA [26] for more information on the axioms. The
meaning of the Irreflexivity Rule for D is perhaps best understood by reading it
as follows: ‘if ¢ is consistent and p does not occur in ¢, then (p A =Dp) A is
consistent’. Note that the formula p A =Dp (‘p is true here, and nowhere else’)
can be seen as a name for a world (s,t). So (IRp) states that every consistent
formula remains consistent if we take its conjunction with a name. For more
information concerning rules like IRp, which originate with GABBAY [3], we
refer to VENEMA [25].

Theorem 11. AR is sound and complete with respect to the class of all frames.

Note that Theorem 11 is the TA L-version of a square completeness theorem
for arrow logic. For a proof we refer to VENEMA [23].

Definition 12. Let AL be the derivation system AR™) extended with the
set {TR,IR,TO} as axioms (cf. Definition 4). For X C {DI, DE,UL,UR, W},
we define ALY X as the derivation system AL™) extended with the set X as
axioms.

Theorem 13. If X C {DI,DE,UL,UR}, then ALTX is sound and complete
with respect to the class Kx of frames where X is valid.

Proof. An inspection of the proof of Theorem 11 reveals that it can be eas-
ily modified to prove Theorem 13. The basic observation is that the theorem
only mentions sets X of closed axioms, i.e. formulas without any propositional
variables. The proof method of Theorem 11 yields, for an arbitrary consistent
formula ¢, a model M such that (i) ¢ is satisfiable in 9 and (ii), X is true in
every world of 9. It is then a straightforward consequence of Proposition 5 that
the underlying frame of 9t belongs to the intended class. a

As instances of Theorem 13, we obtain that AL" is sound and complete with
respect to the class of all linear flows of time, and ALT{DE,UL,UR} with
respect to the class of unbounded, dense flows of time, and thus with respect to
the flow of time of the rational numbers.

Finally, we turn to the matter of flat validity. Note that the set of formulas
which are flatly valid in a class of frames cannot be a logic in the ordinary
sense of the word, since it will not be closed under substitution. For, the formula
p — Oyp will be flatly valid, but for instance the formula ¢p®q — Oy OxRq
can easily be falsified in a flat model. Therefore, we have to use a trick.



Definition 14. Let {2 be one of the axiom systems defined above, and ¢ a TAL-
formula. Let VAR be the set of propositional variables that occur in ¢. We say
that ¢ is flatly derivable in (2, notation: {2, - ¢, if

2F( /\ O(p < Qyp)) — ¢.
pGVARd)

Corollary 15. If X C {DI,DE,UL,UR}, then AL*X, is ‘flatly sound and
complete’ with respect to the class Kx, i.e. for any formula ¢:

QngZS <~ KX':bd)-

Proof. For a change, we only prove soundness. Suppose that (2, - ¢, and let 91
be a flat model (T, <,V); we have to show that M = ¢.
To start with, by definition of flat derivability we have that

QF(C N\ O@<0vp) — ¢
pEVAR¢

So by our soundness assumption, for any model 91:

NE( N\ OpoDvp) — o
p€VAR¢

As it is straightforward to verify that the formula O(p < Oy p) is valid in any
flat model, validity of ¢ in 9t follows immediately. a

5 Completeness for well-orderings.

In this section we prove our main result, viz. soundness and completeness of
ALW, with respect to flat validity in the class of well-ordered frames. In some
sense, this result is the best we can get for WO, for ordinary validity in this
class does not allow a recursive axiomatization®. Neither do we have strong
completeness for flat validity in WO, as an easy compactness argument shows.

On the other hand, what makes the results in this section interesting is that
the complete axiom systems are orthodox in the sense that they do not use an
irreflexivity rule. This is interesting from a theoretical point of view and may
also have applicational virtues: note that derivations involving the irreflexivity
rule use material (the proposition letter p which does not occur in ¢) in a very
‘resource-unconscious’ way.

Theorem 16 (Flat soundness and completeness for well-orderings).
For any TAL-formula ¢

ALW, ¢ <= WO k&, 6.

® In HALPERN & SHOHAM [7] the authors show how to code the behavior of Turing
machines in a subsystem HS of TAL. It easily follows from their results that the
TAL-theory of WO is not recursively enumerable.



Proof. We leave it to the reader to establish soundness. For completeness, let
¢ be an ALW,-consistent formula. We will find a flat well-ordered model 97 in
which ¢ is satisfiable. Define

¢=( N\ O@<Ovp) — ¢
pEVAR(b

then by definition of ALW,, ¢’ is ALW-consistent. Now we need the following
lemma:

Lemma 17. For every formula 1):
ALW F ¢ <= ALTW I 4.

Proof. Tt suffices to show that the irreflexivity rule for D is conservative over
ALW. So, let us assume that

ALWE (p A —Dp) — ¢. (5)

Then we have to prove that ALW  ¢. Abbreviate ALW F x by F x and let
first(x) denote the formula

first(x) = (x A Og—x A Oy Oy —x),

then the well-ordering axiom W reads: Op — <¢first(p). From (5) it follows by
the rule of substitution that

F (first(—¢) A "Dfirst(—¢)) — ¢. (6)
We leave it to the reader to verify that for every ¢
Ffirst(q) — ~Dfirst(q). (7)
From (6) and (7) it follows that
F first(—¢) — ¢.
On the other hand, by definition of first, we have
Ffirst(—¢) — o,

so we find that
F —first(—¢),

whence an application of NEC gives
F—Ofirst(—g).

But then by the instantiation W(—¢) of the well-ordering axiom W we find the
desired
Fo¢ — L.



It follows from the lemma that ALT 1/ —¢’, so by Theorem 13° ¢ has a
linear model M = (T, <,V) such that V is flat and M = ALTW, i.e. every
theorem of ALTW is valid in 9. Unfortunately 9t need not be well-ordered, as
not every subset of T' needs to have a smallest element. Fortunately however, 9t
is definably well-ordered: call a first-order structure 9 for L'< definably well-
ordered if every first-order definable subset of the domain has a smallest element,
or to be more precise, if I satisfies the condition, that for every first-order
formula 1 (zo) € L', the set

Sy = {t € T|M|= ¢ (xo)[zo — 1]}
has a smallest element (provided that S # &).
Lemma 18. 9 is definably well-ordered.

Proof. Assume that ¢ is such that Sy # @. First note that by our expressive
completeness result Theorem 8, the formula 1 = 21 A (o) has an equivalent
v’ in TAL, whence we have

M, s,t Ik < se Gy

Second, as M is an AL W-model, the ¢/-instantiation of the well-orderedness
axiom W is valid in 9, so

M = Oy — O AOw By —y).
and as Sy # @, this immediately gives a smallest element for S = V(). a

We now consider the first-order equivalent 7,(¢) € L3~ (zq, 1) of ¢/, cf. (3)
and (4). Note that, translated into first-order logic, our problem is that 7,(¢)
is satisfiable in a definably well-ordered model, while we need to satisfy it in a
truely well-ordered model. The solution of this problem is given by the lemma
below, for which we need some terminology.

Let =,, denote the following relation between two structures of first-order
logic: M =,, M’ iff M and M’ satisfy the same first-order sentences of quantifier
depth < n.

Lemma 19 (Doets). Let M be a definably well-ordered model for L'< and n
a natural number. Then N has a well-ordered n-equivalent, i.e. there is a well-
ordered structure W such that N is well-ordered and N =,, M.

For a proof of this lemma we refer the reader to DOETS [2], Corollary 4.4.

Now let n be the quantifier depth of the formula 7,(¢); lemma 19 supplies us
with a well-ordered structure 90" such that 9’ =p42 M. It is then immediate
to verify that 9 = 3zox17,(6) (20, 71).

This implies that M’ (now seen as a TAL,-model) is a well-ordered model
for ¢. ad

5 Actually, we need a strong completeness theorem (which for lack of space we could
not state or prove here).



Corollary 20 (Flat soundness and completeness for w). Let ALw be the
axiom system AL extended with the axioms W, DI and UR. Then for any TAL-
formula ¢

Awa Fo <— w ':b 10

Proof. By a suitable adaptation of the proof of Theorem 16, one can satisfy any
A Lwy-consistent formula in a well-ordering which is discrete and unbounded to
the right. The underlying frame of the model must then be isomorphic to the
ordering of the natural numbers (cf. Proposition 5(x)). O

6 Questions

We finish the paper with mentioning two open problems:

1. In the introduction we already mentioned the fact that the proof method

applied in section 5 stems from GABBAY & HODKINSON [6] for the uni-
dimensional case. In the cited paper the authors prove a completeness result
for the flow of time of the real numbers. However, their derivation system
crucially uses an irreflexivity rule. In VENEMA [24] we applied the method
to an orthodox system, to obtain a complete axiomatization for the S, U-
logic of the class of well-orders and the flow of time of the natural numbers.
Reynolds [19] solved the more difficult problem to find an orthodox complete
axiomatization for the S, U-logic of the reals.
Concerning two-dimensional temporal logics, it is an intrigueing question
whether there is a derivation system A such that (i) A gives a complete
enumeration of the flat” TAL-logic of the real number flow of time. Similar
questions may be asked for other flows of times and other classes of (linear)
frames. Note that the method applied in this paper cannot be extended
to other linear flows of time in a straightforward manner, as our proof of
Lemma 17 crucially depends on the presence of the well-orderedness axiom
W in the logic.

2. One may read the completeness results of Theorem 16 (and Theorem 20) as
follows: L§< (0, 1) is sufficiently expressive to contain a Hilbert-style deriva-
tion system which is complete for the class WO (resp. for w). The question is
whether it is also expressive enough to define complete Gentzen-style calculi
in it (not necessarily only for well-orderings)®. In particular, it would be in-
teresting to have cut-free Gentzen-style calculi with nice properties like the
subformula property or decidability.

" The related question for ordinary validity is solved in the negative, as the TA L-theory
of the reals is not recursively enumerable, cf. footnote 5 and HALPERN & SHOHAM
[7].

8 Again, the restriction to monadic first-order logic is essential here: it follows from
results in algebraic logic that there is no upper bound on the number of variables
needed to prove theorems of first-order logic with dyadic predicates. There are calculi
known that are complete for L3<(xo,z1), cf. MADDUX [12] or ORLOWSKA [18], but
these calculi essentially use formulae of L2< (zo,x1), n arbitrary large.
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