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Abstract .  We investigate the set of all minimal deterministic finite au- 
tomata accepting a given set of words and rejecting another given set 
of words. We present several criteria to order the exploration of the cor- 
responding search space. Three criteria are shown to have a very good 
behavior with respect to the pruning they imply in the search space. Best 
results have been obtained for the prefix ordering. We have also worked 
on a new dynamic ordering based on an entropy computation. 
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1 I n t r o d u c t i o n  : r e g u l a r  g r a m m a r  i n f e r e n c e  

Regular Grammar  Inference is an important  inductive inference issue with appli- 
cations in language processing, pattern recognition and genomics. It is defined 
as the process of learning a regular language from examples of words of this 
language and words tha t  do not belong to the language. More precisely, we are 
looking in this paper for all minimal deterministic finite automata  accepting a 
given set of words and rejecting another given set of words. Formally, we are 
concerned with the following DFA learning problem: 

Given a set of positive sentences I+ and a set of negative sentences I - ,  find 
the set BSd (Border Set, Dupont& al. 1994, of deterministic automata)  of all 
au tomata  A verifying: 

1. A is a deterministic finite state automata  ; 
2. I+ is structurally complete for A (i. e. there exists an acceptance of I+ such 

that  every transition of A is exercised and every final state of A is used as 
an accepting state); 

3. L(A), the language accepted by A, does not contain any string of I_ ; 
4. L(A) is a most general language 

(i.e. no other solution A ~ is such that  L(A) C_ L(A')). 

The natural  generality relation between languages is inclusion, correspond- 
ing to inclusion between sets of accepted words. In case of a representation of 
languages with automata,  a weaker generality relation is known: the set of finite 
automata  may be partially ordered with a derivation relation, corresponding to 
the merging of states in the automata: 
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Defini t ion 1. (Derived automata A/rc) Given an automata A = (Q, Z, ~, q0, F) 
and a partition 7r = (B0, B1 , . . . ,  Br) of the set of states Q, the derived or quotient 
automaton A/Tr = (re, Z,  A, Bo, R) is defined as follows: 

- initial sate : qo E Bo ; 
- final states : R = {Bi E 7r, 3q E Bi tq q E F} ; 
- transition function : Bj E A(BI, a) if[ 3q E Bi, q' E Bj such that q' E 8(q, a). 

The set of all automata derived from A is a lattice denoted Lat(A). 

In our case, learning may be reduced to a search in the lattice Lat(PTA(I+)) 
(Dupont& al. 1994), where PTA(I+) is a most specific automaton specified by 
I+, the prefix tree aceeptor. PTA(I+) accepts every word of I+ and no other. 

A number of algorithms have been proposed to explore this lattice. Almost 
all of them are looking for one particular solution. The main algorithms search 
a solution in the lattice proceeding either with a greedy state merging approach 
(Trakhenbrot & Barzdin 1973, RPNI Oncina & Garcia 1992, Lang 1992), a beam 
search strategy (BRIG), or with an optimization method (GIG). Few authors 
have studied the characterization of the set of all solutions. Ensuring a complete 
search presents however many advantages : it allows to design an incremental 
approach, to be more robust with respect to noise in the training set and to select 
useful training words. Miclet has proposed a heuristic algorithm. An incremental 
approach using membership queries has been proposed by Parekh and Honavar. 
Preliminary studies have also been tried in the context free case by Vanlehn and 
Ball and by Giordano. 

In Coste & Nicolas 1997b, we have proposed a compact representation of 
the set of all solutions, based on a constraints system. This constraints system 
specifies the set Fgok of couples of states that cannot be merged. We have 
given an efficient algorithm to build the minimal elements of BSd, reducing 
the problem to the coloring of the graph of constraints. Pairs of states may be 
considered as binary attributes taking value = or 5,  depending on whether states 
are merged or not. In these experiments, we have seen that the efficiency of the 
search is very sensitive to the order in which attributes are considered. 

In algorithms such as RPNI (Oncina & Garcia 1992) or the algorithm of Lang 
(Lang 1992), the states to be merged are chosen in a breadth-first predetermined 
order (prefix order): a state is ordered with respect to the word leading to this 
state. A recent study (Lang 1997) shows that better results can be obtained 
by considering candidate merges in order of the amount of evidence supporting 
them, as claimed by De la Higuera, Oncina and Vidal. Basically, Lang proposes 
to merge states with most matching labels in the suffix trees associated with 
the candidate states. In the following we note Rlb the order resulting from this 
criterion. 

We propose to study the influence of these orders on the search space while 
looking for all solutions. It is thus interesting to try new criteria for the selection 
of attributes. Using the same idea of dynamically computing the evidence of 
a merge we have developed an entropy based criterion. We present the search 
tree and this criterion in the next section. Experiments comparing orders are 
reported in the last section. 
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2 O r d e r i n g  t h e  c h o i c e s  o f  s t a t e  m e r g i n g s  

2.1 T h e  search  space  as a search  tree  

We have seen that  the search space is a set of partitions and that  there is one 
operation, namely merging two blocks in a partition, to move from one node to 
another more general one in the search space. 

An alternative representation of this space [ 
consider each pair of states to be an at t r ibute  ~_ 
with two possible values : = if states have to 
be merged and ~ if states differ in the tar- 
get automaton. At each node of the search 
tree, one may associate a set of automata  
(corresponding to an incompletely specified, 
current automaton) all of them derived from 
the PTA, where all merges along the path 
from the root to the given node have been 
made, all states that  cannot be merged along 
this path are indeed different, and all con- 
sequences of these choices have been drawn 
(i.e. propagation of constraints has been done). 

We give a search tree of sample 1 of lan- 
guage 2, for a random selection of attributes. 

It is possible to obtain a complete search 
tree if one follows every possible choice along 
the branches of this tree, until either a single 
solution or a failure is discovered. In this way, 
heuristics of every known algorithm search- 
ing a single solution may be used for the 
selection of attributes in this tree and thus 
these algorithms may be extended naturally 
to the search of all solutions. This is possible 
because, unlike other algorithms, we explic- 
itly and dynamically manage the FNok set of incompatible mergings. 

The question is then to find the most efficient heuristic with respect to this 
new goal, and this is not a trivial task since a given algorithm may well find very 
quickly a first solution, taking advantage of a property of this solution, and then 
be laborious in finding the other ones, that  do not respect this property. 

2.2 T h e  search  tree  as a d e c i s i o n  tree  

We have so far presented the search space as an ordered set of choices of pairs 
of states. Another way to look at it is tha t  the search tree is a kind of decision 
tree, the leaves of this tree being labeled either success, failure or incomplete, 
depending on whether the corresponding automata  are either correct, rejected 
or incompletely specified. 
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Given this framework, reducing the amount of search to be done is equivalent 
to finding the smallest tree where all leaves contain either a single solution au- 
tomaton or lead to a failure. Following the TDIDT methodology (Quinlan 1986), 
we have tried various criteria in order to select the best attribute at each node. 

However, one has to keep in mind that this is an analogy and not the usual 
framework, since we do not know how many solutions or failures are below a 
given node. All we can do is to estimate this number. Defining this estimate for 
each node in the decision tree is the purpose of the next part of this section. 

Estimating t he  n u m b e r  of  solut ions  In order to estimate the number of so- 
lutions, we split the set of states into two parts. The first part, the pseudo-clique 
(PC), corresponds to a set of candidates such that every other state (in the 
second part denoted P---C) is supposed to be merged with one of them to obtain 
the target automaton. Name "pseudo-clique" refers to graph FNok, where states 
in PC are likely to be linked and form a clique (or a densest 'almost' clique). 
We then only consider the bipartite subgraph of FNo~ between PC and PC. 
Once a pseudo-clique is chosen, we estimate the number of solutions by consid- 
ering possible completions of this subgraph (each one specifying an automaton). 
Let m be the number of states of the target automaton, ]A I be the number of 
states of the current automaton, degree(x) denotes the number of states of PC 
related to x in graph Fyok. States of PC are denoted pi and states of ~ are 
denoted q~. 
The total number of possible graphs tot is: 

tOt = H 2(m-degree(q~)) 
l_<i_<lAl-m 

Then, we can roughly estimate the number of solution graphs p as the number 
of possible mergings of states in PC with states in PC. 

P = H (m - degree(qi)) 
l_<i_<lAl-m 

The number of failure configurations n is the number of graphs where a state of 
PC cannot be merged with any state of PC. 

n =  Z ( H  (2m-dearee(qD- 1). H 2m-degree(qD) 

l<_i<lAl-ra l<_j<i i<j<_]Al-m 

Therefore, the number i of incomplete configurations is 

i = tot - (p + n) 

Then the estimated entropy of a given node is 

r ,, i i 
~o~ ~o~ ~ - d t o g 2 ( ~ )  - y ~ l o g ~ ( ? ~ )  

Finally, averaging entropies of the left and right edges of a given node, we propose 
to choose the attribute (i.e. the pair of states) minimizing E: 

E -~ totleftlle:t + tO'right'right 
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3 E x p e r i m e n t a t i o n  

3.1 Se t t ing  

We have used a benchmark described in Dupont 1996 for a first validation of 
ideas developed in this paper. Target automata are small (< 6 states) but struc- 
turally complex. For instance, Lll is the language accepting an even number of 
a and an odd number of b. 
For each language, 20 training samples have been drawn. The size of these sets 
of words is less than or equal to 50. The size of words varies from 1 to 40. 

We have used four orderings while 
building a complete search tree of the 
solutions: Random order r (20 trials 
have been made for each training set); 
Prefix order p; Entropy-based order e 
and Rlb order R (Lang 1997). In each 
case, pseudo-cliques have been com- 
puted and used to detect failure nodes. 
(if a clique of size greater than m is detected, it means that the corresponding 
automaton is not minimal, and the search may be pruned). As an illustration, 
we give the search tree of sample 1 of language 2 for the entropy criterion. 

3.2 Resul ts  

Lang. # s / # t  #sol APTA #FN #nr #np #he #nR 

# s / # t  characterizes the size of target automata in terms of number of states 
and transitions, #sol is the mean number of minimal automata in BSd. #FN 
is the mean size of FNok at the root node. #nr ,  #np,  #he, #nR  are the mean 
number of nodes of the tree for respectively a random, a prefix, an entropy, and 
a Rib selection. 

Results first show how important is the choice of a good ordering for the 
reduction of the search space. A random selection of nodes may increase the 
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size of the tree by several orders of magnitude, with respect to best criteria. 
Second, results are in favor of the prefix order. The refined Rlb order is not 
only not necessary but give worse results in almost every case. The entropy 
order behaves well but seems to be not as efficient as the prefix order. We have 
to temperate these observations with two important remarks : our benchmark 
contains target automata of small size and furthermore, each learning sample 
admits a very low number of solutions. A second remark is that it remains a full 
range of possible variations to improve the calculation and use of the entropy 
criterion that we have not checked. 

4 C o n c l u s i o n  

We have presented a search space for regular grammatical inference and exper- 
imented with various ordering criteria allowing a substantial reduction of the 
amount of search needed in a complete strategy. The benchmark needs of course 
to be completed with more difficult problems, increasing the size of the vocab- 
ulary and the size of the target automaton. 

The first important result is that ordering the choices of pairs of states to be 
merged remains a key issue when considering the "all solutions" search problem. 
The simple prefix order seems to be a good candidate for this search. We have 
studied a new entropy based criterion that behaves well either but is more costly. 
We expect it to be interesting in large search spaces with a great number of 
solutions. Finally, splitting the set of states of an automaton into two parts, based 
on the number of impossible mergings between them, and taking advantage of 
this partition to further prune the search space has contributed to very small 
search trees in our experiment. This point has to be emphasized since algorithms 
inferring automata usually consider possible mergings but not impossible ones. 
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