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Abstract 
In this paper, the automatic recognition of broken and blurred, multifont typewritten digits in 
forms will be addressed. The classification, which is based on the utilization of a global 
feature, is divided in two phases: first, a minimum distance method (1-NN) is applied to 
provide a global classification of the patterns in a form; second, the patterns in the form 
previously classified are used to validate, or reject and reclassify them, on the basis of the 
mean distance to the predefined classes. In this way, a classification accuracy rate of 99.42% 
has been achieved. 

1 Introduction 

The importance of the development of the computers is known in the data 
processing, mainly including problems that given to their excessive volume of data or 
its necessity of calculation was not able to manage until the moment. Thus, the 
importance of the capacity of acquisition and " understanding " on the part of the 
computers is a fundamental aspect and in continuous study [9,14,20]. In this sense, a 
system of Optical Character Recognition (OCR) has as objective the conversion of 
independent form of  characters written to codes that represent them and that are 
intelligible to the computer. Typical examples of applications of a OCR system are 
the automatic introduction of data in commercial surroundings [t6], as well as the 
reading and classification of ZIP and address in mailing [12,19]. 

Nowadays there are systems of OCR able to recognize as typed texts as written by 
hand, although the low quality of documents to recognize and the great variability of 
fonts cause that the problem is still without solving of global way [6,7]. This is due to 
the deficient quality of the images of  the digits to recognize (broken and blurred 
characters), or deformations originated by a bad conservation of the original 
document, or due to a bad digitalization or later segmentation of the same one. In this 
article both problems (multifont and broken and/or blurred digits) in the scope of  the 
recognition of typed digits are considered. 

The experimental sample has been provided by the Bank of  Spain in the frame of  
the European project Form-Less and come from forms of an average of 500 digits 
filled up annually by 250,000 different Spanish companies. For the development of  
the prototype, whose commercial version is operative in the Bank of Spain and others 
Spanish companies, a sample has been taken from 63,700 digits pertaining to 161 
different sources. These sources have been selected by disparity of fonts and by 
present a low quality of printing (noise, dirt, bad digitalization, etc.). For that reason, 
the presented results are skewed negatively with respect to the global accuracy of the 
system in real surroundings. 

A peculiar aspect of this application, which we create general in the use of forms, 
is the property monofont of  the forms of a company, reason why in the phase of 
classification we raised a solution that taking advantage of this property obtains 
results that maintain the level of  error below the 0,7%. This percentage is considered 
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maximum error for this application, because manual intervention will be excessively 
onerous with greater error rates, making the application non-practical. 

The structure of the paper is the following. Section 2 reviews the different 
classifiers that we have considered in order to make the experimentation explained in 
this paper. Section 3 presents the proposed two-phase classifier and the experimental 
results, and Section 4 is devoted to showing the conclusions. 

2 C l a s s i f i e r s  

Without trying to make an analysis exhaustive of all the existing methods of 
classification, we have made a series of experiments that have allowed us to 
discriminate between diverse classifiers for our concrete application. Before 
happening to expose in the following section the obtained results, we will present 
these classifiers briefly. 

2.1 Parametric Classffiers 

Within this group include those classifiers that are based on discriminant functions 
that they assume that the function density of the population is known and some 
parameters must be estimated. In particular, we have worked with a classifier that we 
will denominate multivariate linear classifier, where the density function is a normal 
one, and the parameters to consider are the average and the variance. The equation of 
the discriminant function, gO, comes given by the following expression: 

g ( X j  ) = - ( X j  - m ( i ) ) l  , S - l  , ( X j  - iivl ( i ) )  

where )0" is the pattern to classify (in our case, the vector of features of the digit), 
re(i) is the average sample of class i and S is the variance sample. 

2.2 Non-Parametric  Classifiers 

These methods do not estimate any knowledge of the density function. We have 
selected the k-Nearest Neighbor method [4]. In this method, there exist several 
metrics to apply in order to determine the ranges between the patterns: absolute, 
Euclidean or Mahalanobis. Also, in the case of k>l, as far as the definition of the 
weight, exists diverse variants [5] to assignj-th closest neighbor, w, and the following 
criterion based on the relation between the distances, d, of the Jk patterns nearest 
patternj has been chosen: 

{! [k--dj  dk :~ dl 
wj = "d'~k-dl '  

, dk = d 1 
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2.3 Artificial Neural Networks 

Within this group, we have worked with two paradigms: feedforward networks 
and the Restricted Coulomb Energy model. From the first group, a multilayer 
perceptron has been taken [ 11,18] with the backpropagation algorithm [ 17]. As far as 
the second paradigm, the commercial version developed by Nestor Inc. has been used 
[2]. It is a model oriented to the recognition of  patterns that is based on the 
generation of  prototypes with a certain radius of influence that is modified during the 
training. 

For this type of  classifiers several tests have been made varying the different 
parameters (learning factors, number of hidden units, radios of influence of the 
prototypes, etc). The following section shows the best obtained results. 

3 The  Hierarchical  Classif ier 

As mentioned in the Introduction, our classifier operates in two phases. A general, 
previously trained, multifont classifier carries out a first classification of  the digit 
images; then a second, specialized, one-form oriented classifier, validates the former 
classification and tries to reclassify the rejected patterns. 

3.1 Phase One: Muitifont Classifier 

In order to select the feature to be extracted from the digit image, experiments 
have been carried out to evaluate the features reported in the literature [14,15]. In 
general, the features can be classified in two great groups according to their nature: 
global, they are based on the association of  patterns examining the image of  a global 
form, and structural, treat the image analyzing topological aspects (for example, 
holes, contour, skeleton, etc.). Within the first type, we have worked with the zoning 
feature [1,3,10], that consists of dividing the box of the digit by zones and extract a 
vector of  features on the basis of the black percentage of  pixels that has each zone. 
With regard to the structural features, we have used the skeleton. 

Thin ............. ~ s . . . . . . . . .  

Zonilse ........... ~,~i - 
Zoni/cc . . . . . . . . . . . . .  

Zoni/cc/LiMu ....... ~ ' " 

r.oni/cc/RCE ........ ~ ,  
Z.onileelRNA ....... 

8oni/cc/ INN/Ab ..... ~ i :. . 

Z.oni/cc/ 1NNtMh . . . .  ~ i 
Zonilccl INNIEuI8x5 • . 

Zonilcc/ INN/Eu/5x3.- ~ i 

Zoni/ce/ INNIEu/16xI0. ~ L ~ ,  .~ 
Zonilccl INNIEuI32x20..~" ~ ~ . . ,  i 

Zoni/cc/ 5NN/Eu/Sx5 . . 

Zoni/cc/10NNIEul8x5 •. - 
Zonilcell5NN/Eul8xS. P- : ' ' 

Zonilccl INNIAbI8x5 .'." ' ' ' ; - 

Zoni/cc/ 5NN/Ab/8xS.. + . . . .  

Zonilcc/10NN/Ab/8x5 ; -- ' ° ' 
Zoni/cc/15NN/Ab/Sx5 . ~  , , , 

90 92 94 96 98 I00 

Fig. 1. Accuracy of the tested classifiers. 



940 

The selection between zoning and the skeleton has been made on the basis of a 1- 
NN classifier due its good accuracy for other applications of  recognition of  
characters [8,13]. Figure 1 shows the accuracy obtained with both types of  features. 
As we can see, the best result of  the skeleton (Thin in Figure 1) is below the accuracy 
of zoning. This is due to the greater accuracy obtained by zoning in comparison with 
the skeleton for blurred and broken digits, in addition to its rapidity of extraction. 

At this point, an additional preprocessing was introduced. As we observed that 
more than 25% of  the digits in the sample are broken at the lower side, the height of  
the digits was statistically estimated on the basis of  the median of the digits in the 
form. From this estimation, the portion of  the digit that is really relevant is 
established and the remaining rows were ignored in classification (Figure 2). This 
technique improves the ratio of digits correctly classified. In our experiments, this 
ratio increases from 95.78% (Zoni/sc in Figure t) to 97.89% (Zoni/cc in Figure 1). 

t 
15:62i80 40 2 

25130 50 40 40 
2 0 0 35 8 

0 0 15 90 0 
0 5 80 2 0 

10 62 0 0 0 
'0'" o o o 0 
0 o o o 0 

(a) 

15 62 80 40 2 

251 30 50 40 40 
2 0 0 35 8 A 
0 0 15 9 0 0  

J 0 5 80 2 0 

I0 62 0 0 0 
57 80 35 8 20 
30 70 86 87 69 

(b) 

Fig. 2. A broken digit (a) and its the reference pattern (b). The two lower rows will not be 
considered for the classification. 

Using the zoning feature and the technique previously explained, we have 
analyzed the classifiers studied in Section 2 varying the corresponding parameters. In 
particular, the metric of  distance between patterns (Ab: Absolute, Mh: Mahalanobis, 
Eu: Euclidean), the degree of  neighbor of the k-NN (INN, 5NN, 10NN and 15NN) 
and the dimensionality of the vector of features (8x5, 5x3, 16xl0 and 32x20). As 
show in Figure 1, the best results have been obtained by k-NN classifier, in concrete 
using the Euclidean metric, with k=l and a 16xl0 grid. For other values of  k the 
results have been similar, being more expensive by the maintenance of  a ordered list 
o f k  elements. With regard to dimensionality, although a 16xl0 grid obtained a slight 
better accuracy rate, a grid with 8 rows and 5 columns of  dimension was found to be 
the most suitable due to the much lower dimensionality of its feature vector (40 
against 160). 

The percentage of  success that is obtained in this phase is of 98,16, with a 1,84% 
percentage of  errors or substitutions. It should be remarked that the classification was 
not fully satisfactory, as we established the error limit in 0.7% for the reference 
application (as explained in the Introduction). For that reason, it was necessary to 
improve the classification by means of  a second phase. 
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3.2 Phase two: Specialized Classifier 

Any classifier oriented to multifont forms presents the problem of bad 
classification by similarity between different classes from different fonts. This 
interference has been reflected in the study of the classifiers analyzed in the previous 
section. This problem is become serious in applications like which it concerns to us, 
in that when having of the order of 250,000 different forms, the amount of fonts is 
innumerable. 

Obviously the disadvantage of the interference is diminished when the problem is 
reduced to classify patterns monofont. In the application that we are treating, we see 
that practically each one of the forms to recognize presents the same source. For that 
reason, we raised a specialized classifier that taking advantage of this circumstance 
reduces, in this phase of recognition, the problem multifont to monofont. 

This classifier consists of two subphases. First, starting off of the patterns 
previously classified with a certainty (by means of the classifier multifont of the 
previous phase), a mechanism of validation of this classification is carried out, being 
a subgroup from pattem~ reinforced as far as probability that the classification made 
previously has been the correct one, and being ambiguous, or being rejected, another 
subgroup that hypothetical had been classified erroneously. After this filtering of the 
patterns classified initially, in the second subphase the new subgroup of patterns 
classified is used to recover those that are ambiguous. It is important to emphasize 
the degree of specialization of this classifier: it is based only on a subgroup of 
patterns of the own form. For that reason, the problem multifont has been reduced to 
monofont as much to reject incorrect classifications as to recover ambiguous patterns. 

In the first subphase, rejecting the patterns with a low evidence of correct 
classification (ambiguous patterns) will reduce the error rate. In our experiments, 
2.05% of the sample patterns were rejected, iXlevertheless, this subphase produced 
0.3% of misclassifications (patterns not rejected but erroneously classified). 
Therefore, 97.65% of patterns were classified correctly. Note that, after this 
subphase, we compensate the slight reduction of the accuracy rate by the fall of the 
error rate to less than a sixth. In the second subphase an important percentage of most 
of the rejected patterns are recovered. In our sample, 86% of ambiguous patterns was 
correctly reclassified, which account for 1.77% of the sample, 0.28% remaining as 
erroneously reclassified. 

The global classification process and the results obtained in our experiments are 
summarized in Figure 3. When accumulating hit and error rates in both subphases of 
the specialized classifier, it results in a global accuracy rate of 99,42% with only 
0.58% misclassifications. Note that this result fits within our initial goal of 0.7% as 
the maximum error rate allowed. 

Fig. 3. Classification phases and results. 
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Another important consequence derived from the introduction of the specialization 
phase can be seen in the behavior of the distribution of the error count per form. The 
dispersion of the errors by form after the specialized classification diminishes 
remarkably. Before this phase, only a 14% of the forms had zero errors, whereas after 
that, this percentage increases to a 37%. This behavior implies that the manual 
recognition that there is to make in the end with the digits badly classified is 
outstandingly going to be simpler (remember that there are near 500 digits per form), 
increasing of this form the benefits of the system. The low dispersion of errors invites 
the application of clustering techniques to aid the manual correction of erroneous 
forms. 

We analysed the errors and labelled them according to their nature (broken digits, 
noise, excessive blurring, etc.). In most cases, the errors were due to deficiencies in 
previous phases of the recognition process, out of our control, and they can be solved 
by applying particular techniques, as contour analysis, background analysis, etc. 

4 Conclusions 

This article has presented a hierarchical classifier to be used in applications of 
massive form recognition (250,000 forms of about 500 digits each one) characterized 
to present broken and blurred typewritten digits. We have used a global feature, 
zoning, mainly by its tolerance to the blurting component. 

A classifier in two phases has been designed. First a method t-NN makes a 
classification multifont. This method has been selected after the experimentation 
made with the classifiers presented in Section 3. In addition, the effect of inferior 
breaks in the digits has been quantified (a 25% of the sample present inferior breaks), 
introducing a mechanism in the classifier to improve the global accuracy of the 
system. In the second phase, the high probability of fmding just one font in one 
single form is the foundation for making a monofont classification using a medium 
distance metric among the classes in the form. In our experiments, the accuracy rate 
of the system rises after the second phase from 98.16% to 99.42%, reducing the error 
rate by more than two-thirds. 

The performance of the system can be expressed in number of operations that the 
recognition of a pattern requires in each one of the phases: a) in phase l, the number 
of operations by pattern is of the order of 50,000 and b) in phase 2, it is of the order 
of 20,000. This number of operations assumes in a sequential computer. We are 
currently making some improvements in two lines: 1) to diminish the number of 
patterns of reference (at the present time of the order of 1,000) using the technique of 
diagrams of Voronoi, and 2) to develop a parallel algorithm for doing the 
classification. Also, our future research is aimed at generalizing the classifier to 
alphanumeric and handwritten characters. 
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