
Subject-Based Modular Eigenspace Scheme 
for Face Recognition 

Bai-ling Zhang I *, Min-yue Fu 1 and Hong Yan 2 

1 Department of Electrical and Computer Engineering, 
University of Newcastle, NSW 2308, Australia 

2 Department of Electrical Engineering, 
University of Sydney, NSW, 2006, Australia 

Abstract .  Face recognition is an important research area with many 
potential applications such as biometric security. Among various tech- 
niques, eigenface method by principal component analysis (PCA) of face 
images has been widely used. In traditional eigenface methods, PCA was 
used to get the eigenvectors of the covariance matrix of a training set of 
face images and recognition was achieved by applying a template match- 
ing scheme with the vectors obtained by projecting new faces along a 
small number of eigenfaces. In order to avoid the time consuming step of 
recomputing eigenfaces when new faces are added, we use a set of mod- 
ules to generate PCA based face representation for each subjects instead 
of PCA of entire face images. The localized nature of the representation 
makes the system easy to maintain and tolerant of local facial character- 
istic changes. Results indicate that the modular scheme yield accurate 
recognition on the widely used Olivetti Research Laboratory (ORL) face 
database. 

1 I n t r o d u c t i o n  

In recent years considerable effort has been made toward machine recognition of 
human  face images and the need for accurate and robust  performance is increas- 
ing and alhough much progress has been made, it remains a difficult problem. 
As there are many  variabilities of face images such as illumination condition, 
background, orientation, view, hair, glasses, and expression, a successful face 
recognition system has to be robust with respect to the variabilities and capture 
the essential similarities for any given human face. 

A face image is usually t reated as a vector of pixel intensities which belong 
to a very high dimensional spa~e. This gives rise to the well-known difficulty 
called the curse of dimensionality which says tha t  there is hardly ever enough 
da ta  to robust ly train a classifier in high dimensional space [1]. One way to 
overcome the difficulty is to construct efficient low dimensional representations 
which are sufficient for the classification task. The principal component  analysis 
is such an approach,  which explicitly represent the faces as a weighted sum of 
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eigenvectors (called eigenfaces) extracted from the covariance matrix of a set of 
face images [3-4,7-8]. Eigenfaces best account for the distribution of face images 
within the entire image space and yields statistically uncorrelated coefficients 
which are optimal in the mean-square-error sense for reconstruction. PCA type 
representation avoids the difficult problem of feature selection and extraction in 
geometrical template methods. It is generally recognized that using eigenfaces 
is a practical technique which is fast and simple and produces good performance. 

In previous eigenface-based methods, the main problems are the need for rep- 
resentation at a range of scales and orientations which causes extra complexity, 
and updating the average eigenfaces when new faces are added to the data set. 
On the other hand, the system size and training times for such a standard global 
eigenface model will become impractical as the number of classes increases. In 
the perceptual framework ~br human face processing proposed by Hay and Young 
[9], a concept of face recognition unit was suggested in which each unit produces 
a positive signal only for the particular person it is trained to recognize. Based 
on this idea, we propose an improved eigenfaces scheme to allow fast small mod- 
ules trained with examples of views of the person to be recognized. These face 
modules should give high performance and also alleviate the problem of adding 
new data to an existing trained system, which would otherwise have to be re- 
trained. By spliting the training for individual classes into separate modules, our 
modular structure can potentially support large numbers of classes. 

2 ORL face database and preprocess ing 

We test our recognition program on the database of face images produced by 
the Olivetti Research Laboratory (ORL) in Cambridge, U.K. The ORL database 
has become a benchmark as it has been widely used by many researchers. The 
database contained 10 face images of each of 40 persons (subjects). For some of 
the subjects, the images were taken at different times. There are considerable 
variations in the facial expression, angle to the camera and some variations in 
scale of up to about 10%. For the subjects who wear glasses, the face images 
contain both cases with and without glasses. The images are greyscate with a 
resolution of 92 x 112. For computational convenience, we compress the faces 
by local averaging, using a 5 x 5 window giving 19 x 23 = 437 pixel images. 
This simple dimensionality reduction can be considered as a preliminary stage 
for extracting low-dimensional features from the original representational space. 
In Figure 1, an original face and its compressed one were illustrated. Reducing 
the number of pixels in an image filters out part of the detailed information, 
preserving only the low spatial frequency information. This problem is not very 
serious, however, since it has been shown [10] that there is enough information 
in a 32 × 32 pixel image of a digitized face with a resolution of 8 gray levels, for 
faces to be correctly identified by human subjects. 

In our experiment, the set of images was partitioned into training and test 



1015 

sets, with 5 images of each person used for training and the remaining 5 for 
testing. A different eigenface module which was trained by the respective face 
images was set up for each person. 

Fig. 1. A face image of subject No.1 (left), its compressed form by local average using 
a 5 x 5 window (middle) and the average face over all the 5 × 40 compressed facial 
images (right). 

3 Subject-based eigenface recognition scheme 

The face recognition problem can be simply stated as: Given a set of face images 
labelled with the person's identity (the learning set) and an unlabelled set of 
face images from the same group of people (the test set), identify the name of 
each person in the test images. With N individuals under M different views, 
one can do recognition in a universal eigenspace computed from the combina- 
tion of N x M images. Our alternative formulation is to build a subject-based 
set of N separate eigenspaces, each capturing the variations of the respective 
subject. Such a modular classification scheme has been successfully applied to 
handwritten digit recognition and signature verification in our previous studies. 
The subject-based eigenspace can also be considered as an extension to multiple 
sets of eigenvectors of the eigenface technique. 

We establish a modular classification scheme for face recognition based on the 
traditional eigenface method. In our scheme, each subject has an independent 
eigenface space. For a specific kth person, let the set of training images be 
t~ k), t(k)," "','M÷(k), k = t , . - -  , K ,  where M is the number of training images for 
the kth person and K the number of subjects. Each image is represented by a 
vector of length L, where L is the number of pixels in the image. The average face 
is defined as a = ~KK ~k=lK ~M=I t(mk)" The average face image is illustrated in 
Figure 1 (c). The mean-centered set of vectors xi is then obtained by subtracting 

each input image from the average face, x~ k) = t~ k) - a. This scheme seeks 
to use PCA to find a set of N orthogonal vectors un, which best describe the 
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distribution of the data. The covaxiance matr ix for the mean-centered vectors is: 
/PI 

1 
V (k)  ~--- - -  E x(k)~r(k)! k = 1,. • • K (1) 

M m " ' m  , , 

Altogether there are l < L 2 eigenvectors u (k) which can perfectly represent 
- (0 

the input image set. Due to the statistics of face images, only a small number n 
of eigenvectors (n << L 2) can account for almost all of the variance in the input 
data. Therefore, if we use only the first n dominant eigenvectors as orthogo- 
nal axes for projecting new face images, we achieve considerable computational 
saving. In the pat tern recognition literature, this is the basis of the subspace 
method, for which many neural network learning algorithms are available. In 
this paper we directly perform singular value decomposition (SVD) of v (k) and 
apply the subspace spanned by those dominant eigenvectors (eigenfaces) of v (k) 
to represent the subject. In Figure 2, we illustrate the ghostly "eigenfaces" for 
subject No.1. These eigenvectors can be thought of as a set of "global features" 
or "macrofeatures" from which the face is built. 

Fig. 2. First five eigenfaces for the No.1 subject in the face database as shown in Fig. 
1. 

Turk and Pentland [3] used eigenfaces for face identification via the following 
routine. When the eigenfaces were synthesized, every face in the database was 
represented as a vector of weight obtained by projecting an image onto the 
eigenface components through the simple inner product  operation. When a test 
image was presented for identification, the new image was also represented by 
its vector of weights and the identification was done by retrieving the image in 
the database whose weights were the closest to the weights of the test image 
in Euclidean distance. In this paper, we realize verification based on the best 
reconstruction property of PCA. Specifically, a testing face x can be represented 
by a module k in the system as a weighted sum of eigenvectors 

N 

~ k  E k k I ~-  U l U l X 

/ = 1  

N 

= E 71uk k = 1 , . - . , K  (2) 
/ = 1  

where 71 = u k'x are the projections of face x onto the eigenvectors u k . These 
coefficients can be interpreted as an indication of the extent to which a given 
eigenvector characterizes a particular face. 
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Fig. 3. The modular recognition scheme. Each module is a subject-based eigenfaces 
model. 

From our modular eigenface recognition scheme illustrated in Figure 3, we 
calculate reconstructions from all the modules for a given testing face according 
to eqn (2) and record the respective reconstruction errors 

e r r k  -=- JIx-  ~kN2, k = 1 , . . . ,K  (3) 

where k indicates the number of the module in the system. A decision is then 
made by comparing these reconstruction errors to assign the face x to the k*th 
person if 

k* = argrn~n e r r k  (4) 

Fig. 4. 40 paralletly computed, reconstructed faces when a testing face from subject 1 
is presented to the modular system. 

The process of identifying a face is demonstrated further in Figure 4 when 
a testing face of subject No.1 is presented to the modular recognition system. 
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The 40 modules simultaneously calculate reconstructions as illustrated in Figure 
4 and the comparison module decides the first subject according to the recon- 
struction errors as shown in Figure 5. 
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2 
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Fig. 5. Normalized reconstruction errors corresponding to the reconstructions in Fig. 
4. 

Table 1. Recognition result on the test face images. The number in the 
"recog." column stands for the number of faces successfully recognized 
among the five test face images for each subject. 

Subj. No. Recog. 
1 5 
2 5 
3 5 
4 5 
5 4 
6 5 
7 5 
8 5 
9 4 
10 4 

Subj. No. Recog. Subj. No. Recog.iSub j. No. Recog. 
11 5 21 5 31 5 
t2' 5 22 ' 5 32 5 
13 5 23 5 33 5 
14 5 24 5 34 5 
15 5 25 5 35 5 
16 4 26 4 36 5 
17 2 27 5 37 5 
18 5 28 4 38 5 
19 5 29 5 39 5 
20 5 30 5 40 5 

Some previous work suggested that different ranges of eigenvectors represent 
different kinds of information in faces [7-8]. Eigenvectors with large eigenvalues 
seem to capture information that is common to subsets of faces. Eigenvectors 
with small eigenvalues tend to capture information specific to individual faces. 
For most faces in the ORL database, we have found that 5-6 eigenvectors in 
a module is sufficient for identification. In the experiment, the first 5 of 10 
images available for each subject were used for training and the remaining 5 
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used for testing. For some faces such as those from subject No.17 which have 
much more variation in illumination, view, expression, etc., an increased number 
of eigenvectors will improve the recognition accuracy. In Table 1, we give another 
experimental result by assigning 6 eigenvectors to most modules except modules 
No.3, No.5, No.9, No.10, No.14, No.16, No.17, No.26, No.28, No.32 and No.36 
which were assigned 20 eigenvectors. As in the previous experiment, the five 
testing faces in each subject were in turn presented to the recognition system 
and we recorded the number of faces recognized successfully. In this experiment, 
the recognition rate was 96%. 

4 Discuss ion and Conclusion 

The task of recognizing faces is inherently a classification problem in high di- 
mensional feature space and thus subject to the "curse of dimensionality". The 
dimensionality-reducing properties of PCA have been applied to represent hu- 
man faces in the eigenface method. By PCA, data are projected onto the lead- 
ing eigenvectors of their covariance matrix, corresponding to the directions of 
maximum variance. Eigenfaces achieve recognition by representing both stored 
images and each new input as linear combinations of the estimated principal 
components (eigenfaces). In this paper, we propose a variation of this popular 
technique called subject-based modular eigenfaces. For each individual, a sepa- 
rate eigenface module is trained to discriminate between that person and others. 
The modular architecture allows us to add more data and update the recognition 
system. 

Linear reconstruction of the original data from principal component projec- 
tions is optimal in the mean square error sense. However, PCA is not optimal for 
classification and its limitations have been much discussed. In recent years, the 
PCA technique has been developed in several directions, for example, principal 
curve analysis, independent component analysis, etc. Among these developments, 
a simple mixture model of local PCA appears attractive. This model partitions a 
data set into a number of nonoverlapping regions with each re ,on  represented by 
a localized subspace. Obviously, our modular eigenface recognition system can be 
considered as a mixture of local PCA, which again demonstrate its advantages. 
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