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A b s t r a c t .  Distributed threshold protocols that incorporate proactive 
maintenazLce can tolerate a very strong "mobile adversaxy." This adver- 
sary may corrupt all participants throughout the lifetime of the system 
in a non-monotonic fashion (i.e., recoveries are possible) but the adver- 
saxy is limited to the number of paxticipants it can corrupt during any 
short time period. The proactive maintenance assures increased security 
a~d availability of the cryptographic primitive. We present a proactive 
RSA system in which a threshold of servers applies the RSA signature 
(or decryption) function in a distributed manner. Our protocol enables 
servers which hold the RSA key distributively to dynamically and co- 
operatively self-update; it is secure even when a linear number of the 
servers are corrupted during any time period; it efficiently maintains the 
security of the function; and it enables continuous function availability 
(correct efficient function application using the shared key is possible at 
any time). A major technical difficulty in "proactivizing" RSA was the 
fact that  the servers have to update the "distributed representation" of 
an RSA key, while not learning the order of the group from which keys 
are drawn (in order not to compromise the RSA security). We give a 
distributed threshold RSA method which permits "proactivization'. 

1 I n t r o d u c t i o n  

This  work concerns a lgor i thmic  mechanisms  to  provide an increased level of  secu- 
r i ty and availability to an R S A  public-key sys tem via dis t r ibut ion of  the pr ivate  
key and  active communica t ion  between shareholders.  This  improved  level of secu- 
r i ty and availability counters a very s trong "mobile adversary" who m a y  corrupt  
a l l  par t ic ipants  (servers, each with pr ivate  m e mory )  t h roughou t  the lifetime of  
the sys tem but  is no t  able to corrupt  too  m a n y  par t ic ipants  during any short  
per iod of  t ime. The  servers engage in a "proactive main tenance"  of  key shares 
tha t  protects  t h e m  against  this mobile  adversary who tries to learn the secret 
or disrupt  their operat ion.  Proactive security refers to  securi ty and availability 

* This work was performed under U.S. Department of Energy contract number DE- 
AC04-94AL85000. 
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in the presence of a this mobile adversary which was first suggested by Ostro- 
vsky and Yung [OY91]. Proactive security is vitM for dealing with the increasing 
number of threats (including viruses and hackers) to local and international net- 
work domains, and for securing long-lived cryptographic keys that cannot be 
replaced easily (e.g., basic cryptographic infrastructure functions). In addition 
to protection, proactive maintenance techniques provide flexible and dynamic 
key management. As companies change (through mergers, firing of executives, 
etc.) and governments change (through elections, appointments, etc.), trust re- 
lations, and thus shareholders, must change. Proactive maintenance techniques 
Mlow for easy enrollment and disenrollment of shareholders. 

A number of very useful cryptographic mechanisms have been efficiently 
"proactivized", such as pseudorandomness and secret sharing JOY91, CH94, 
HJKY95]. More recently, [HJJKY96] developed proactive public-key schemes for 
keys with publicly known key-domain (essentially, those based on the Discrete 
Logarithm problem over groups of known order [DF89, GJKI~]). Our result and 
[HJJKY96] both extend the notion of threshold cryptosystems by incorporating 
mechanisms to protect against a mobile adversary. 

The previous proactivization techniques do not seem to be sufficient to con- 
struct an efficient proactively-secure RSA public-key system [RSA78]. One of 
the problems with distributing power to perform a keyed RSA has been how 
to distribute the shares without revealing r  (knowledge of which implies 
breaking the key). We cannot store the secret distributively inside a distributed 
circuit state (inefficient techniques of circuit evaluation as was done proactively 
in [OY91]) since this is inherently inefficient (not allowing circuit computation 
embedding in the communication is a major distinction between inefficient and 
efficient protocols [FY93]). Previous efficient proactivization techniques require 
providing the order of the share domain to the shareholders, hence these re- 
sults are not useful for RSA. To resolve this problem our result generates shares 
over the integers. Even then using previous techniques would increase the size 
of the shares each time servers perform a share re-randomization to self-secure 
themselves, whereas we use small uniformly bounded (O(log g ) )  share sizes. 

Figure 1 depicts the development of the distribution of the RSA private key 
to enhance its security. It is presented in strict order of increasing security and 
availability. Note that our "proactive" solution is robust. That is, the RSA prim- 
itive is available and efficiently computable in the presence of adversarial share- 
holders. Figure 2 depicts the "proactivizing" of various cryptographic primitives. 

Our contribution is a new way to distribute and maintain the RSA function 
(and its relatives) so that robust computation is possible at any point assuming 
a mobile adversary (it is also a new "robust threshold RSA" if one assumes a 
stationary adversary, but it permits "proactivization"). 

The primary techniques used in the result: We first employ a combinatorial 
reduction of r-out-of-r (verifiable) secret sharing (additive threshold scheme) to 
r-out-of-/(verifiable) secret sharing (for r < 1/(2 + e)). This probabilistic con- 
struction allows for the verifiable distribution of shares of an RSA key by a key 
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[F89] (1,1)- (additive) shared RSA 
[DF91] heuristic (t, /)-shared RSA scheme 
[FD92, DDFY92] provable (t, /)-shared RSA 
[FGY96, GJKR96] Efficiently Robust (i.e. verifiable) shared RSA 
Our result First "proactivized" (vs. Mobile Adversary) shared RSA 

Fig. 1. History of Increased Security of Distributed RSA 

[0Y91] mobile adv. and ~proactive protocol" model introduced 
[CH94] proactive pseudorandomness 
[HJKY95] proax:tive secret sharing 
[HJJKY96] proactive public key with public key domain (Disc. Log based) 
Our result proactivized RSA 

Fig. 2. Basic results on "proactivization" 

generator and also allows the re-randomization of these shares by the servers; 
it also simplifies the domain over which sharing is done (when compared with 
[DDFY92]). This construction was originally designed for a specific verifiable 
secret sharing scheme which is based on the quadratic residue problem modulo 
Blum integers [AGY95]. (We extend the construction in [AGY95], by observing 
that their results will hold for more general sets of good and bad servers.) We 
use a simulatability argument (similar to one that was put forth in the static 
distribution of RSA [DDFY92]) to show that the distribution of shares is se- 
cure. We then employ the idea of witness-based cryptographic program checking 
[FGY96] which extends Blum's methodology of program result checking [B188] 
to a system where the checker itself is not trusted by the program. We then de- 
velop specific techniques that use the RSA properties (being an exponentiation 
cipher, and having certain algebraic structure) that complete the design. 

We prove the security and robustness of the combined system throughout 
its lifetime, and thus show that RSA is efficiently "proactivizable". We design 
efficient protocols for arbitrary numbers k I < k that are each a constant fraction 
of the number of shareholders. We show that k uncorrupted shareholders may 
compute RSA signatures efficiently in the presence of corrupted shareholders. 
We show that k I shareholders can not learn any information about the RSA key. 

The protocol is geared towards practical adaptations where a small (constant) 
numbers of servers is expected. In this case the probabilistic construction of 
server assignment in [AGY95] we can replaced by a specific assignment based 
on combinatorial designs. 

Organiza t ion:  In Section 2 we present the model and our definitions of 
robustness (correctness) and security in the proactive RSA model. Section 3 
describes the system and its protocols. Section 4 presents the proof of robustness, 
and Section 5 presents the proof of security. 
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2 M o d e l  a n d  D e f i n i t i o n s  

D e f i n i t i o n  1. Let h be the security parameter.  Let key generator G E  define a 
family of RSA functions to be (e, d, N )  ~ G E ( 1  h) such that  N is a composite 
number N = P . Q  where P, Q are prime numbers of h / 2  bits each. The exponent 
e and modulus N are made public while d - e -1 mod A(N) is kept private. 5 

The R S A  e n c r y p t i o n  f u n c t i o n  is public, defined for each message M E ZN 
as: C = C ( M )  - M e mod N. The R S A  d e c r y p t i o n  f u n c t i o n  (also called 
signature function) is the inverse: M = C d mod N.  It  can be performed by the 
owner of the private key d. The security of RSA is given in Definition 11. 

Our system consists of I s e r v e r s  { S l , . . .  , Sl} and a function f~ for some key z. 
The system is synchronized and there are two types of t ime periods repeated in 
sequence: an update period and an operational period. 

We say an adversary is (k', k , / ) - r e s t r i c t e d  if it can corrupt at most m i n { l -  
k, k'} servers, and view the memory of at most k' servers (including those that  it 
corrupts) during any time period. Our system is designed such that  the following 
properties hold: 

- During an operational period, any k uncorrupted servers can efficiently com- 
pute f~ (a),  for any a, without revealing anything about f~ other than f~ (a).  

- The function f~ is secure against any mobile adversary that  is (k', k, l)- 
restricted. (We assume that  the adversary is computationally bounded and 
therefore cannot break any of the underlying cryptographic primitives used.) 

Hence our system is a robust function sharing system, in which the security of 
the function is maintained over many function applications (as opposed to secret 
sharing, which is a one-time reveal operation). Moreover, our system provides 
security against a mobile adversary that  may  have access to all of the servers 
throughout the lifetime of the system (albeit, no more than k' simultaneously in 
any period). Next, we discuss informally some of the issues and assumptions in 
our model. 

T h e  c o m m u n i c a t i o n  m o d e l :  The communicat ionmodel  presented here is sim- 
ilar to [HJKY95]. The I servers communicate via an authenticated bulletin 
board [CF85] in a synchronized manner. The board is accessible by a Gate- 
way (an efficient combining function which produces the correct final result) 
that  can be assumed to be insecure. We assume that  the adversary cannot 
j am communication. The board assumption models an underlying basic com- 
munication protocol (authenticated broadcasts) and allows us to disregard 
the low-level technical details. 

A(N) ---- ]cm(P - 1, Q - 1) is the smallest integer such that any element in Z;v raised 
by )t(N) is the identity element. RSA is typically defined using ~b(N), the number of 
elements in Z~v, but A(N) can be used instead. Knowing a value which is a multiple 
of A(N) implies breaking the system. 



444 

Time  per iods :  Time is divided into time periods which are determined by the 
common global clock (e.g., a day, a week, etc.). There are two types of 
time periods repeated in sequence: an u p d a t e  p e r i o d  (odd times) and an 
ope ra t i ona l  pe r iod  (even times). During the update period the servers 
engage in an interactive update protocol. At the end of an update period the 
servers hold new shares (which are used during the following operational 
period). We consider a server that is corrupted during an update phase as 
being corrupted during both its adjacent periods. 

Definitions of the subprotocols discussed above will be given in Section 3. We 
next define what it means for the system to be robust. 

Def in i t ion2.  ( R o b u s t n e s s )  Let h be the security parameter. Let key genera- 
tor GE define a family of RSA functions (i.e., (e, d, N) *-- GE(1 h) be an lZSA 
instance with security parameter h). A system S(e, d, N) is a (k', k,/)-robust 
proactive RSA system if it contains probabilistic polynomial-time protocols for 
the following tasks: initial (typically centralized) share distribution (to I servers), 
RSA function application, share renewal (odd steps), lost share detection and 
lost share recovery (even steps); such that, for any probabilistic polynomial-time 
(k ~, k,/)-restricted adversary A, for any polynomial-size history H (described 
below) and for any polynomial poly(.), 

1 - (correctness) with probability greater than 1 ~ ,  for any operational 

round 2t (where, by definition, there are at least k uncorrupted servers in 
each), and for any ~ E [0, N] (to be added to L), S can compute ~d mod g 
using the RSA function application protocol. 

- (efficiency) the computational effort is polynomial. 

Next we define what does it mean for the system to be secure. 
An adversary can be either "stationary" or "mobile" and we consider the 

mobile case here. It can be "passive" or "arbitrary" (malicious) and we consider 
the later. Finally it can be oblivious (with a fixed corruption strategy) adap- 
tive (where corruptions are based solely on previous function outputs, e.g. mes- 
sage/signature pairs) or communication-sensitive (i.e. fully adaptive, where cor- 
ruptions may be dependent on ciphertexts exchanged, check shares, and partial 
function evaluations). We consider the adaptive adversary. We assume that the 
adversary collects everything from the public channel and stores all information 
gained in its view during its attack on the system. It is (k ~, k,/)-restricted, mean- 
ing that it can corrupt at most min{l - k, k ~} servers, and view the memory of 
at most k ~ servers (including those that it corrupts) during any time period. The 
adversary collects history H consisting of (1) a list L of message/signature/time- 
period tuples ordered according to time, and (2) a sequence of corruptions and 
releases which remembers which server is under control at which time interval 
based on events in L. When the adversary no longer controls a server, it is 
"removed" by an underlying system management (that server is started from 
scratch and "rebooted" by the other servers). Given this adversarial behavior 
we define: 
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D e f i n i t i o n 3 .  ( S e c u r i t y )  Let h be the security parameter. Let key generator 
GE define a family of RSA functions (i.e., (e, d, N) *-- GE(1 h) be an RSA 
instance with security parameter h). A system S(e, d, N) is a (k', k,/)-robust 
secure proactive RSA system if for any probabilistic polynomial-time (k', k, l)- 
restricted adversary ,4, for any polynomial size history H (described above) 
and for any polynomial poly(.): Pr[u ~ = w mod N : (e, d, N) ~ GE(lh); w ER 
{0 ,  1 }h ;  U h �9 S(e d N)  1 A(1 ,w, vmw4,~ '  ) ] < ~ .  

3 T h e  P r o t o c o l  

3.1 I n i t i a l i z a t i o n  P r o t o c o l  

F a m i l y  a n d  C o m m i t t e e  A s s i g n m e n t s .  We first distribute shares in multiple 
r-out-of-r secret sharing protocols. This technique is essentially from [AGY95]. 
The assignment of families and committees can be done by the dealer (but can 
also be done by the servers). Let S = { s l , . . . , s z}  be the set of servers and 
jc = {F1 , . . . ,  Fro} be the set of families, where each Fi = {Ci,1, . . . ,  Ci,~} is a 
set of committees of servers. Each committee is of size c. Denote I = {1 , . . . ,  m} 
and J = {1 , . . . ,  r} the indices of families and committees, respectively. The 
parameters m, r, and c are chosen such that  the result will be a (or, r)-terrific 
assignment, that  is, one that  obeys the following properties for  a n y  set of "bad" 

�9 servers B C_C_ S with IBI _< k' < l~ and any set of "good" servers E _C S with 
IEI > k > lr: 

1. For all i E I, there exists a j E J such that  BCICI,j = 0. (For each family there 
is one committee with no bad servers which we call an excellent committee.) 

2. For at least 90 percent of i E I, for all j ,  E Cl Ci,j # 0. (In 90 percent of the 
families, all committees have at least one good server. We call a family Fi 
with this property a good family.) 

Given l, q, p, and security parameter h > m a x { 2 / +  2,100}, we will set c = 
[{2log h/log(ll-_---~)}], r = ( 1 -  r) -e /h ,  and m = 10h. 

L e m m a 4 .  A randomly chosen assignment is (cr,~')-ierrific with overwhelming 
probability. 

We can set the probability of obtaining a non-(~, r)-terrific assignment to be 
smaller than that  of breaking the RSA function given the security parameter. 

Once the assignment is set, the servers run a protocol to generate and dis- 
tribute public/private key pairs for secure communication amongst themselves. 
That  is, these keys are used for secure (probabilistic) encryption ([GM84, L96]) 
which emulates a private channel between the sender of a message and the 
holder(s) of the private key. The protocol to perform the generation and dis- 
tribution of keys is similar to the one in Section 3.3, except that  the messages 
are authenticated with a renewable token (which is, e.g., given to the server by 
a trusted system administrator on booting up). As a result we can see that:  
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L e m m a  5 [AGY95] .  The preceding protocol gives the servers in a (or, ~-)-terrific 
assignment a public/private key pair for each committee, and further: excellent 
committees have secure keys. 

Notation: For each ( i , j )  ~ I x J, ENC~j(cr) will denote an encryption of c~ 
using the public key of Cid. For all s E S, ENC, ( a )  will denote a probabilis- 
tic encryption of c~ using the public key of server s. Remember, in our model 
the adversary is computationally bounded and thus it cannot get more than a 
negligible advantage in computing any function of c~ by seeing its encryption. 

D i s t r i b u t i n g  t h e  s e c r e t  Let us review the set-up protocol. 

1. The dealer generates p, q, e, d, as in RSA: N = pq and ed = 1 mod ~(N).  
2. The dealer generates 6 g Ea  [2, N - 2] and broadcasts 

[DISTRIBUTE.l ,  N, e, g, gd mod N]. 
3. For each ( i , j )  E I x J \ {r}, the dealer generates a ~ eR [ - 2 g m 3 c f t  2, 

2Nm3cft2]. Then it sets a~ = d -  ~ i e1 \{ r}  a~ 

4. For each i E I and j E J ,  the dealer sets ei,j = g a~ mod N 
5. The dealer broadcasts [DISTRIBUTE.2, {ei j} ieI , jeJ ,  {ENCi j (a~  

6. Every server checks for all i E I that  yIie ] g O  = gd mod N and each server 

in Ci,j checks that  ei,j = g~'~,, mod N.  
7. For each (i, j )  E I x J ,  every server sets b~ = ei,i. 

Rather  than relying on a centralized dealer, we can employ a new result 
by [BF97]. It  enables the generation of a distributed RSA key (N, e, d) (step 
1). Given the distributed d we can distributively perform steps 2-7 (with many 
random generators). 

3.2 O p e r a t i o n a l  p e r i o d  ( fo r  r o u n d  2t)  

This is the protocol to be followed when the gateway obtains a message M to 
be signed in round 2t. This protocol follows the one in [FGY96]. We use the fact 
that  since d = ~ . - -  a ~. �9 then M d = ]-I __ Ma~,,, mod N.  We also need to verify 

�9 - 3 ~  J S , 3  - -  s  

correcmess of the results using a witness. 

1. The gateway broadcasts [SIGN.l, M]. 
a2t 

2. For all (i, j )  E I • J ,  each server s E Ci j  computes r i j  -- M ,.~ mod N and 
broadcasts the message [SIGN.2, s, i, j, M, ri,j]. 

3. For all ( i , j )  E I •  each server s' E Ci,j checks each message [SIGN.2, s, i , j ,  
M, ri,j]. If  M is not the same message broadcast by the gateway, then s ~ 

s We assume here that the order of g is maximal (i.e.,)~(N)). In practice, a trusted 
dealer will know the fas of  P - 1 a n d  Q - 1 a n d  t h e n  be able to generate 
such a g with overwhelming probability. 
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~2t 
disregards the message, else if ri,j ~ M '., mod N, then s' broadcasts the 
challenge 7 [SIGN.CHALLENGE, s ~, i, j, 2t ai,j]. 

4. All servers verify all challenges (by checking if b~ =_ ga~,,; mod N)  and inform 
the system management  of any bad servers (i.e., those servers tha t  sent a 

message with ri,j ~ M ,., rood N).  
5. For some good family i, the gateway computes I-Ijej ri,j - M d mod N.  

There is a vast major i ty  of good committees that  will give this value. 

3.3 U p d a t e  p e r i o d  ( for  r o u n d  2t  + x) 

So far the solution is for a stat ionary adversary; now we need to update  and 
recover (needed against a mobile adversary). In the update period the public 
and private keys of the servers are updated, lost shares are detected and shares 
are updated.  This is the self-maintenance portion of the proactive protocol. 

K e y  R e n e w a l :  The public/private key pairs of each server are simply renewed 
as follows. Each shareholder chooses a new public/private key pair and broad- 
casts the new public key signed with the old private key. For each committee,  the 
least lexicographicMly ordered member chooses a new committee public/private 
key pair and broadcasts the new public key. The server also sends the new private 
key, encrypted, to each other member of the committee. 
Los t  S h a r e  D e t e c t i o n :  

1. Every server s sends out [LOSS.DETECT, s, 2t 
2. Each server decides the correct shares by majority, and informs the system 

management.  

S h a r e  R e n e w a l / L o s t  S h a r e  R e c o v e r y :  We have one protocol that  handles 
share renewal and lost share recovery. (For efficiency, one could streamline this 
protocol, or separate the protocols.) Note that  possibly ten percent of the families 
have committees that  contained all bad servers who erased those committees '  
shares. Those families would not be able to reconstruct the secret d, and thus 
all the shares in those families are useless. In our protocol, these useless shares 
will be replaced by shares of shares from a good family. Actually, each family's 
shares will be replaced by shares of  shares from a good family, and thus all shares 
will be renewed. To create the new shares for a family Fi,, every family sends 
shares of its shares to the committees in Fi,. Fi, takes the shares of shares of 
some family (which it verifies to be valid) and creates its new shares by summing 
these shares of shares in each committee. This type of share recovery is unlike 
the share recovery protocols in previous proactive schemes. Now we give the 
protocol: 

If the server is uncomfortable providing a,,j2t in this message, [FGY96] could be used 
a2~. a2t 

to prove knowledge of a~,~ from g ',~ and M ,.J. However, in our model, revealing 
2t a , j  does not lessen the security. 
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1. Let f be a function that  is super-polynomial in h. The shareholders will 
randomize their shares over intervals proportional to f ,  N,  and other terms 
so as to maintain statistical uncertainty of the value of d. For all (i, j, i ~) E 
I • J • I, each server s in Ci,j does the following: s chooses w,,i,j,i,,j, ER 
[ - 2 Y m 3 c f t  2 , 2 g m 3 c f t  2] for j '  E J \ {r} and sets 2t . . . .  Ca, i , j , i l j~  ~- Ws,z,3,z,,3 ~ 

2t 2t 2t for j '  6 J \ {r}. Then s sets c,,ij ,i ' ,r = ai,J - ~ j ' e ] \ { r )  c,,i,j,i,,j,. Then 
~ 2t  for all j~ E J ,  s computes es, i j , i , j ,  = ENCi ,j [c~,ij,i,,j, ] and e,,ij,i , ,j ,  = 

ge~':,,,,,',, ' mod N.  
2. For all (i, j )  E I • J ,  each server s in Ci,j broadcasts 

[RECOVER. 1, s, i, j ,  i', {e,,i,j,i,,j, } ( i ' , j ' ) e l x  J ,  { e s , i , j , i ' , j '  } ( i ' , j ' ) e l x  J] .  

3. Every server verifies, for all (i, j ,  i I) E I x J • I and all s E Ci,j ,  that  
I - l j ,e j  s = b? t.,,J rood N, and informs the system management  if it 
doesn't  hold for some s. From this point on, we only deal with messages 
from those s where it does hold�9 

4. For all (i~,j ') E I x J,  if s E Ci,,j,, decrypt shares to Ci,,j, and verify 
2~ 

g%',',J,",,' =- e,,,i,j,i,,j, mod N for all s'. For all (i', j ' )  E I x J \ {r}, if 
s E Ci,,j,, also verify 2t Ic,, i , j , i , j ,  I < 2 N m Z c f t  2 for all s ~. 

5. If server s finds that  verification fails for a message from server s ~, s broad- 
casts 

i �9 i I .i s I [RECOVER.ACCUSE, s, , j ,  ,3 , s'], to which responds by broadcasting 
�9 2t [RECOVER.DEFEND, s', i, j ,  i', f ,  %,,i,j,i,,j,]. 

6. All servers check all accusations and inform the system management  of any 
bad servers (i.e., those that  defended with an invalid value of 2t Cs~,i , j , i ' , j l  )" 
Again, from this point on, we only deal with messages from the good servers�9 

7. If s E C~,,j,, using the shares of the lexicographically first family Fi with 
shares that  passed verification, using the lexicographicMly first servers in 
each committee in that  family with shares that  passed verification (call them 

o2tq-2 2t h2tq-2 si,j), compute ~i,,j' = ~ j e ~  c,,,,,i,j,i,,j,, and ~i,,j, = I l j e 3  e,,,,,i,j,i,,j, mod 
N .  

8. Everything is erased except a.2t. +2 and b 2t+2 for all (i, j )  E I • J .  z,3 i , j  

4 P r o o f  o f  R o b u s t n e s s  

We will show that  the proactive RSA system from Section 3 is robust as defined. 
It will be implied by two conditions: correctness (of the function representation), 
and verifiability (of correctness of evaluations), throughout.  We then will show 
that  the shares remain small throughout  the protocol. 

T h e o r e m 6 .  The proactive R S A  system above is robust against any (k r, k , l )-  
restricted adversary A .  

Proof. We say the system is correct at t ime 2t when d = ~ j e 3  a?t~,a mod ~(N) 

for all good families Fi. (We note that  the majori ty agreement on b ?t. implies 
s,J 



449 

that all good servers in a committee Ci,j will either agree on one share a ?t. or s j3 

agree they have none.) 
At the time of function evaluation, the gateway G is given the outputs of 

all the committees in all the families, the opened shares at the committees 
that were challenged by having contradictory outputs and the public witnesses 

2 t  {bi,j}(i,Del• We say that the system is verifiable at time 2t if G can pick the 
correct shares of all good committees. Verifiability implies that the gateway G 
can identify a good family and compute M d =_ I-Iiel Ma~,~ mod N for a good 
family Fi; this implies efficiency. Thus, correctness and verifiability imply ro- 
bustness. We omit the inductive proof that the system maintains correctness 
and verifiability throughout. 

Next we deal with boundedness of the shares throughout the protocol. The 
following lemmas show that the sizes of shares are bounded (by a polynomial in 
h) at good committees. The initial shares (sent by the trusted dealer) are in the 
range [-r2Nm3cf ,  r2Nm3cf], and thus are of size at most 2h+log (m3cf)+log r. 
(Note that this could be verified by the servers in the distribution protocol. Also 
note that r is bounded by a polynomial in h.) 

L e m m a 7 .  For any t > O, and any good committee Ci,,j, with j '  E J \ {r}, 
- 2 N r m 3 c f t  2 <_ a~tj, <_ 2Nrm3cf t  2. 

The proof follows from the verification in step 4 of the Share Renewal/Lost Share 
Recovery protocol. Robustness assures that modulo the (maximal) order of g, 
we maintain a correct representation of the function. Next we show that if the 
adversary can violate a certain bound on the representation size at some step, 
then that adversary knows a multiple of A(N), and thus has broken the RSA 
function: 

L e m m a 8 .  For any t > O, and any good family Fi,, if ~ j , e s  a~tj, # d, then the 
adversary can break the underlying RSA function of the system. 

Thus we conclude that: 

Corol la ry  9. Assuming the system has not been broken (to be shown next), the 
size of shares is bounded by h + log (r2m3cft2). 

The complexity of the scheme is mr times that of a single RSA. 
Small scale implementations are much more efficient. For example 2-out-of-3 

system can be done by 2-out-of-2 sharings for the pairs: (1,2), (1,3) and (2,3). A 
3-out-of-4 can be done by two 3-out-of-3 sharings for the multisets: (1 and 2,3,4) 
and (1,2, 3 and 4). These designs can be tuned to achieve a desirable number of 
messages during update and signature generation based on performance. Also in 
practice, the combiner can first compute a result based on a single family and 
check for its correctness (by applying the inverse public function). In the typical 
case, this first result will be correct, thus saving a great deal of computation. 
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5 Proof  of Security 

We claim that: 

T h e o r e m l 0 .  The proactive RSA system above is secure against any (k ~, k, l)- 
restricted adversary .A. 

We prove the security of our system (in Subsection 5.2) by constructing a 
simulator (in Subsection 5.1) which reduces the security of the RSA function to 
the security of our scheme against the mobile adversary. 

D e f i n i t i o n  11. T h e  R S A  s e c u r i t y  a s s u m p t i o n  (with respect to a history): 
Let h be the security parameter. Let key generator G E  define a family of RSA 
functions (i.e., (e, d, N) ~ GE(1 h) be an RSA instance with security param- 
eter h). For any probabilistic polynomial-time adversary .4, given a history H 
containing polynomial-size list L of messages and their signatures, for any poly- 
nomial poly(-): Pr[u ~ - w rood N : (e, d, N) ~ GE(lh);  w ER {0, 1}h; U 

1 A(1 h, w, H)] < ~ .  

R e m a r k :  The definition above assumed history H,  namely with respect to 
known cleartext-ciphertext pairs. When H is empty, this is the traditional defi- 
nition of security. For secure uses of RSA (probabilistic encryption or signature 
schemes) the definition applies for properly chosen H's.  

5.1 T h e  S i m u l a t o r  

Here, for the sake of proof of security, we construct SIM to simulate the view 
of .A with history H in the system we construct in Section 3. For simulation 
purposes, SIM will assume that  all servers are controlled by .4 for the maximum 
time that  the security requirements assume they are corrupted, i.e., if.A controls 
server s sometime during round 2t + 1, then it also controls s all during rounds 
2t, 2t + 1, 2t + 2, and if .A controls server s sometime during round 2t, then it 
also controls s all during round 2t. 

I m p o r t a n t  N o t a t i o n :  For each i E I and each round t, SIM sets j t  such 
that  Cij:  is a committee which contains no servers with memory viewed by ,4 
during round t. (See property 1 from Section 3.1). 

It is easiest to describe the simulation as follows. First assume 
L = ((M1, Mid) , . . . ,  (Mr, Md)) is the list of (message,signature) pairs obtained 
by A from a previous "execution of RSA". Now SIM creates the initial shares, 
of course, independent of secret key d. The difficulty is that  consistency among 
all broadcasts is needed to satisfy the various test performed throughout the 

o,sim [_2NmZcft2,  protocol. For all i E I, for all j E l \ jo, SIM generates ai, j ER 

2Nm3c f t  2] and computes b~ -- ei,j -- g O;;..~ mod N. For any Ci,j~,, SIM can 

o,,im = d) or o,sim (i.e., one that  will make ~ j e J  ai,J not compute a valid value for ai,j~ ,, 
else it could compute d on its own. However, SIM needs to compute a valid value 
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hO,sirn for ~i,j~ , to pass the verification step. The simulator can do this as follows. For 
hO,si rn d ,n all i �9 I,  SIM generates ~ijo =_ eijo = g / [ I j e ] , j # jogo :~ ,  . The rest of the 

protocol continues as specified. 
Simulating the signing phase uses a similar approach. Again, we have the 

problem that  SIM does not have the shares for Ci,j~,. For each i �9 I,  for each j �9 

J \ j i ,  each s �9 Ci,j computes ri,j -~ M y  ''J mod N. Now, For each i �9 I, each 
s �9 Cij~,  computes (with the help of SIM) rij~, = Mall 1-Ijej,j#j2, ri,j rood N. 
The rest of the protocol continues as specified. 

Share renewal and lost share recovery are more complex, but are based on 
the same basic idea. Key renewal is performed exactly as in the real protocol 
and is not discussed further. 

S h a r e  D i s t r i b u t i o n  S i m u l a t i o n  The Share Distribution Simulation is similar 
to the Share Distributions, except that  firstly the pair (g, gd) is produced by 
choosing p ER [0, N] and letting g = p~ (we can repeat the simulation with 
poly-log number of p's, one of which will surely give a maximM order element), 
and, secondly, that  the shares are produced as follows. 

- For each i E I, for each j E J \ {r), SIM generates 
ai,J~ EI~ [ - 2 N m Z c f t  2, 2Nrn3cft2].  Then it sets" ai,r~ = - ~ j e J \ { r )  ai,j~ 

- For all i E I, for all j �9 J \ j 0 ,  SIM computes bi~ i m =  ei,j = g O:~,,, mod g .  
hO~$i~r t a O,Usm 

For all i �9 I,  SIM generates ~i,jo = ~i,.,~~ =_ gd/1- i je j , j# jo  g ,,, mod N. 

S i g n a t u r e  S i m u l a t i o n  Simulating a signature of M during round 2t is done 
as in the Signature protocol with the following exception: Let ji  = j~t. 

- In step 2, for each i E I, each s E Ci,j, computes (with SIM's help) ri,j, =-- 
M d /  HjeJ , j# j ,  ri,J mod N. 

Los t  S h a r e  D e t e c t i o n  S i m u l a t i o n  The servers perform lost share detection 
exactly as in the real protocol. 

S h a r e  R e n e w a l / L o s t  S h a r e  R e c o v e r y  S i m u l a t i o n  Simulating the Share 
Renewal/Lost Share Recover Protocol is done as in the original protocol except 
as follows. Assume it is the start of round 2t + 1. Say Fi, is the family whose 
shares must be recovered. For all i E I, let Ji = j~t and j~ = j~t+2. (The following 
protocol assumes for each i E I \ {i'}, j i ,  ji, Ys r. The other cases are similar.) 

- In step 1, for all ( i , i  t) E I • I,  every s E Ci,j, computes e~,ij,,i,,j:, = 

b2. t . ,sirn/ ge ,,,j,,,,,j, mod N. 

- In step 5, for M1 (i, r E I • I,  no server s E Ci,,j:, broadcasts an accusation 
of any server s t E C i j , .  
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5.2 S e c u r i t y  p roof s  

First, we reduce the security to a simulator of certain properties, then we prove 
that  the simulator constructed above indeed possesses these properties. 

M a i n  S e c u r i t y  L e m m a .  The following is shown by reduction. 

L e m m a  12. Let h be the security parameter. Let G be a family of RSA functions 
with security parameter h. Let S(e, d, N) be a system that satisfies the robust- 
ness property of a proactive RSA system. If, for any probabilistic polynomial-time 
(k', k, 1)-restricted adversary .4, and for any history H containing a polynomial- 
size list L of (message, signature) pairs and a polynomial-size sequence of cor- 
ruptions and signature requests, there exists a probabilistic polynomial-time sim- 

�9 s i m u ( e , N , A  H )  ulator simu(e, N,`4, H) such that v s e w A ,  H ' is indistinguishable from 
�9 r e a l ( e , d , N )  weW4,H then S(e, d, N) is a (k', k, l)-secure robust proactive RSA system. 

T h e  s i m u l a t o r  a n d  i n d i s t i n g u i s h a b i l i t y  proofs .  We reduce the problem to 
proving that  the unenerypted parts of the real and simulated views are sta- 
tistically indistinguishable. We use semantically secure probabilistic encryption 
[GM84] which the proof of the following relies on: 

L e m m a  13. l f  the adversary A is restricted to probabilistic polynomial time and 
if  the servers are using semantically secure (probabilistic) encryption (in which 
distinguishing between encryptions of two given messages is difficult), then: 

I f  views from executions of the real and simulated protocols assuming secure 
communication channels are statistically indistinguishable, then views from exe- 
cutions of the real and simulated protocols using semantically secure encryption 
are polynomial-time indistinguishable. 

Proof omitted due to space limitation. 

L u m i n a l 4 .  Assuming secure channels and 0 < ~ < 7" < 1, for any probabilistic 
(lcr, 17", O-restricted adversary A, v i e ~  mu(~'N'A'c) is statistically indistinguish- 

real(e d , N , C )  able from mew~t 

Proof. To simplify the proof we make the following assumptions (without loss 
of overall correctness): 

1. we assume that  .A's random bits are fixed�9 We will show that,  for every 
assignment of `4's random bits, the two views are indistinguishable. 

2. we assume, that  for all i and even times 2t, ,4 sees all shares except a~/i2,. 

j~t is discussed in the simulation. We let Bad~ ~ -- J \ {j2t} be the set of 
indices of family Fi's shares the adversary knows at round 2t. 

3. for all i, t, i ~, and j~, we assume .4 sees all values of 2t c,,i,Li, J, except for 
c 2 t  

, ,31 , ~31~ 
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The view of .4 also consists of all other messages that are broadcast in each 
round. However, these will not include the encryptions, since we are assuming 
secure channels for those messages. 

For random variables Y and Y~ drawn from distributions 7:) and 79', respec- 
tively, we define diff(Y,Y') = ~ e v u ~ '  I Pr[Y = v ] -  Pr[Y' = v]l. 

To prove lemma 14, we need only show that 

d . , ~  �9 s i m u  ( e , N , , A , L )  �9 real(e,d,N,L)~ 
~.U[vleWA(L) , vlewA(L ) ) 

is small. 
0 t 2t x s i m  Let X = I-Ii,j#jo, aid • +2) Cs,i,j,i,,j, and let = 

O,sim 2t,sirn I-Ii,jgjo ai, j • 1-It,i,/,sec,,,,i,,j,:(j,/,)#(L~,d2~+2 ) , .  cs,i,j,i,,j,. Here multiplication de- 
notes cross products. 

j . , . ~  s i m u ( e , N , A  L) . real(e,d,N,L), 
L e m m a  15. a+1~mew a(L ) , vzewA(L) ) < di~X,  X~im). 

Proof omitted due to space limitation. 
The following lemma completes the proof by showing that diI~(X, X ~'+) is 

small (again the proof is omitted in this abstract). 

L e m m a  16. 
d m  3 c 

di3~X, X sire) < Nm3cf t  2 

This completes the sketch of the main steps of the proof of security of the 
system. 
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