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Correction to: Neural Computing and Applications
https://doi.org/10.1007/s00521-022-07277-3

Unfortunately, the Fig. 6 was missing from this article; the
figure should have appeared as shown below:
The original article has been updated accordingly.

The original article can be found online at https://
doi.org/10.1007/s00521-022-07277-3.
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Fig. 6 Convergence curves of
benchmark functions F17-F24

F17
10%0
Q 1010
s}
(8]
w
g
o 100
10710 —
0 100 200 300 400 500
Iteration
10 F19
8
i
o A
sl
B 4 i
= 4
(%] W on
O] 15 .
m 2733 W,
G ST e A
0..
-2
0 100 200 300 400 500
Iteration
4 F21
3,

Best score
N

0
-1
-2
0 100 200 300 400 500
Iteration
2 F23
---PSO
) ‘BBO
8 GWO
172 e O WOA
b7} ---SSA
c%) < TLBO
== SMA
. —TLSMA
-12
0 100 200 300 400 500
Iteration

Publisher’s Note Springer Nature remains neutral with regard to
jurisdictional claims in published maps and institutional affiliations.

@ Springer

Best score

Best score

Best score

Best score

F18

1010

10°

0 100 200 300 400 500
lteration

F20

0 100 200 300 400 500
Iteration

F22

0 100 200 300 400 500
Iteration

F24

0 100 200 300 400 500
Iteration



	Correction to: A hybrid teaching--learning slime mould algorithm for global optimization and reliability-based design optimization problems
	Correction to: Neural Computing and Applications https://doi.org/10.1007/s00521-022-07277-3




