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Abstract
The increase in chronic diseases has affected the countries’ health system and economy. With the recent COVID-19 virus, 
humanity has experienced a great challenge, which has led to make efforts to detect it and prevent its spread. Hence, it is 
necessary to develop new solutions that are based on technology and low cost, to satisfy the citizens’ needs. Deep learning 
techniques is a technological solution that has been used in healthcare lately. Nowadays, with the increase in chips processing 
capabilities, increase size of data, and the progress in deep learning research, healthcare applications have been proposed to 
provide citizens’ health needs. In addition, a big amount of data is generated every day. Development in Internet of Things, 
gadgets, and phones has allowed the access to multimedia data. Data such as images, video, audio and text are used as input 
of applications based on deep learning methods to support healthcare system to diagnose, predict, or treat patients. This 
review pretends to give an overview of proposed healthcare solutions based on deep learning techniques using multimedia 
data. We show the use of deep learning in healthcare, explain the different types of multimedia data, show some relevant 
deep learning multimedia applications in healthcare, and highlight some challenges in this research area.
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1 Introduction

The World Health Organization (WHO) has reported that 
two-thirds of the world’s death are due to chronic diseases 
such as diabetes, cancer, cardiovascular disease, and respira-
tory diseases [1]. Those chronic diseases have burdened the 
existing healthcare systems since patients go frequently to 
the hospitals for periodic checkups or urgencies [2]. Obesity, 
and the increase of elderly population, are also challenging 
those systems. It is expected by 2050 that 22% of the world 
population will be over 60 years old [3]. On the other hand, 

COVID-19 pandemic has challenged the healthcare system 
[4]. Initial reports of the new coronavirus were published 
in Wuhan, China in December 2019. At the present, there 
are more than 430 million infected people and more than 5 
million deaths around the world [5]. The needs mentioned 
above have opened doors to do research in the healthcare 
industry to provide applications that improve citizens’ well-
being and quality of life.

To offer better health services, healthcare research has 
been increased in recent years. Healthcare industry provides 
from basic to high health services to patients. Remote or 
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mobile healthcare applications allow to overcome patients’ 
needs such as deficit in the number of specialist doctors, 
remote areas with lack of health services, high traffic con-
gestion that avoid reaching a hospital on time, patients 
extremely occupied, and patients that do not like to see a 
doctor [6]. Moreover, the increase of elderly people has 
reduced the ratio of specialized doctors to patients [7]. The 
aforementioned factors have created the need for smart 
healthcare systems, where a patient can be monitored by 
specialized doctors from a hospital (i.e., medical applica-
tions) or the patient can by himself/herself be monitored at 
home (i.e., non-medical applications) [8]. In both cases, the 
patient’s physiological signals are measured using wearable 
devices and sent to a personal computer or smartphone or 
to the cloud to be analyzed, by avoiding the need of clinic 
visitation [6]. Thus, healthcare applications let make cor-
responding interventions in time [9].

The growth of technology has allowed the development 
of research in medical field [10]. The advancement of tech-
nologies such as Internet of Things (IoT), data processing, 
wireless communications, machine learning algorithms, arti-
ficial intelligence (AI), 5G, big data, cloud and edge com-
puting, have opened doors to new healthcare applications 
[6]. Preventive healthcare using mobile applications have 
been developed for diabetes [11, 12], obesity [13], mental 
health [14], cardiac diseases [15–17], and chronic diseases 
[18, 19]. Applications such as monitoring real-time human 
activities for elderly people are used for medical rehabilita-
tion and elderly care. Daily activities are recorded to ensure 
safety, hence avoiding falls and abnormal behaviors [20]. To 
this end, wearable devices and mobile sensors are used to 
monitor activities of daily living (ADL). Those wearables 
are placed on-body (e.g., inertial sensors or smartphones) at 
different body locations (e.g., chest, head, waist, wrist hand). 
They collect and transfer data about body postures through 
a wireless sensor network [21]. Other important application 
is early cancer detection in different organs such as breast, 
lung, brain, and liver. Development in image processing 
technology has let to achieve this earlier detection [10]. 
Additionally, analysis of neurodegenerative diseases such as 
Alzheimer are also possible thanks to image processing [22], 
as well as image biomarkers are used in clinical practice for 
diagnosis. Therefore, emerging technologies in AI and IoT 
allow taking better decisions of patient’s diagnoses, which 
improves healthcare services [23].

The advance of IoT technologies, wearable sensors, and 
wireless sensor Networks (WSN) is opportune to analyze 
multimedia data from human body anywhere and anytime 
[9]. The benefits of multimedia data were listed by Oracle 
[24]. They are less prone to loss, are stored digitally, can 
be used by computers without human intervention, speed 
up to recover media files, let data exchange among servers 
and archives, and allow sharing media content in different 

sources [25]. Multimedia community have raised their atten-
tion to health research (e.g., wellbeing and every day healthy 
living). The main interest is how the produced multimedia 
data can be used efficiently in healthcare systems [26]. That 
collected data from several sensors stand the importance 
of multimodal and multimedia data sensing and fusion, 
where the analysis of large amounts of multimedia data is 
an active research area [27]. There is a tremendous amount 
of generated multimedia data every day, which complicates 
their analysis and storage. Traditional machine learning tech-
niques use only one sensing modality, but a robust healthcare 
application contains several modalities [28]. Deep learning 
approaches have helped the emergence of new healthcare 
solutions on domains such as computer vision, speech rec-
ognition, and natural language processing [29], which are 
multimedia-based clinical decision support applications 
[30]. Those approaches allow predicting and detecting dif-
ferent chronic diseases, so deriving insights from data [31]. 
They provide tools to extract image characteristics without 
the need to know about the underlying process [22]. How-
ever, deep learning techniques require a significant knowl-
edge about the data, and high computational resources [32]. 
Recently, it has been an increase of computational parallel 
power of computer using Graphics Processing Unit (GPU) 
and clusters, which lets the development of deep learning 
models, specifically, Convolutional Neural Networks (CNN) 
for image classification. GPU architecture performs well 
for matrix operations in parallel, thus GPU alongside with 
Central Processing Unit (CPU) are well suited for accelera-
tion in deep learning applications [25]. CNN models out-
perform other classification tasks [33]. Nowadays, with the 
COVID-19 pandemic, chest computed tomography (CT) 
data analysis and classification using deep learning have 
been developed for monitoring, screening, and predicting 
the COVID-19 virus [34–38].

Therefore, this review pretends give an overview of how 
deep learning has been used in healthcare applications using 
multimedia data, since deep learning has arisen as a solu-
tion for multimodal, multimedia, unstructured, large, and 
heterogeneous data, where computers can extract relevant 
features from data without the need of human interven-
tion, by learning data representations automatically [29]. 
The rest of this paper is organized as follows as shown in 
Fig. 1. Section 2 describes the use of deep learning methods 
in healthcare applications, thus showing the advantages of 
those techniques to improve performance. Section 3 explains 
the different types of multimedia data used in healthcare 
applications. Section 4 highlights relevant multimedia and/
or monomedia healthcare applications that use deep learn-
ing methods. Section 5 describes challenges in this research 
area. Finally, Sect. 6 presents the conclusion of the review.
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2  Deep learning aplication in healthcare

The traditional healthcare system uses expert’s knowledge to 
diagnose and predict medical issues. However, the experts 
can miss data new patterns and the definition of feature 
space. As a solution, machine and deep learning approaches 
can predict and extract those patterns and feature space auto-
matically [39]. The burgeoning of digital healthcare data 
has driven the data medical research based on machine and 
deep learning techniques. Those techniques are powerful 
for big data and perform well in feature representation and 
pattern recognition [40]. Figure 2 shows a representation 
of how deep learning is used in healthcare applications. 
Multimedia data is used to feed a neural network, which 
delivers a prediction, a diagnosis, a treatment or a follow 
up in the healthcare system. For example, deep learning 
approaches have been used in applications related to visual 
feature extraction, speech identification, and textual analysis. 
Healthcare monitoring involves the use of wearable devices 

and smartphones, which transfer data to mobile apps or a 
medical center. That data can be complex and noisy, where 
deep learning model offers a novel and efficient solutions 
for healthcare data. Thus, the goal of using deep learning is 
representation, where input data features can be represented 
by training multilayer neural network effectively [40].

Deep learning builds neural networks based on the struc-
ture of the brain by being inspired from neuroscience. Deep 
neural networks (DNN) approaches can learn classification 
and feature representation from raw data [41]. A deep archi-
tecture is accomplished by adding more hidden layers to the 
neural network, which allows capturing nonlinear relation-
ships [42]. Traditional deep learning applications have been 
implemented using only one modality (i.e., or multimedia 
data) such as text, image, audio or video. In multimodal 
applications, deep learning solutions analyze all the infor-
mation from different modalities to find logical connections 
between all of them to make decisions that are more accu-
rate [29]. Data coming from those modalities are larger and 

Fig. 1  Taxonomy of this manu-
script

Fig. 2  Deep learning applied in 
healthcare applications
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complex [43]. Multimodal data consist of data from differ-
ent sensors, where deep learning approaches use it to learn 
a complex task. In each modality, an automatic hierarchi-
cal representation is learned. Several solutions use a fusion 
that integrates different modalities, where smart healthcare 
applications are possible with deep learning techniques and 
cloud technologies, thus providing real-time services and 
fast response. Hence, complex signals are transmitted and 
processed with low delay to medical personnel can realize an 
initial analysis [44]. As a result, hierarchical representations 
are learned from raw data, which helps to control how to 
fuse the learned representations. Henceforth, a shared rep-
resentation or fusion layer is built to merge all the modalities 
to the network learn a joint representation. A fusion layer 
can be a layer with several hidden units, where the number 
of hidden units will depend on the number of modalities 
[39].

Deep learning approaches have influenced medical appli-
cations. They are useful to handle multi-modality data, learn 
relationship among data, extract predictive models, and ana-
lyze data patterns in real time. For example, deep learning 
can capture patterns of patients from clinical data to make 
predictions or to diagnose diseases. By monitoring a patient 
for a period, accumulated clinical data can be analyzed by 
specialized personnel to make prognosis. DNN allow iden-
tification of clinical notes, where it can extract information 
from unstructured text. In addition, early warning can be 
done since DNN will help to detect and diagnose a disease 
early as well as to do preventive treatment, consequently 
reducing healthcare cost and saving lives [40].

Deep learning combined with large volume of data 
and GPU enable to explore medical data to achieve preci-
sion medicine [40]. In medical image, it is hard to extract 
handcrafted features, whereas deep learning simplifies that 
extraction and improves the precision in diagnosis. Used 
deep learning structures in healthcare are CNN, recurrent 
neural networks (RNNs), and Auto Encoders (AEs) [39]. 
CNNs are based on their shared-weights convolutional 
kernels as well as characteristics of translation invariance 
[45]. This is the deep learning model more used in clini-
cal applications (e.g., image diagnosis, electrocardiogram 
monitoring, image segmentation, and diagnose from clinical 
notes [46, 47]). It detects anomalous findings in different 
modality images such as histology or tomography scans in 
large-scale images from thousands of patients. In addition, 
low-level features are learned and fine-tuned using different 
images and networks [48]. Using CNN has helped to reduce 
the vanishing gradient problem, fortify feature propagation, 
allow feature reuse, and reduce the number of parameters 
[49]. RNNs, in turn, are a powerful tool for varying length 
sequences such as audios, videos, and sentences [50]. It has 
been used for speech recognition, sentence classification, 

and machine translation. For example, RNN are used for 
analyzing clinical data to predict and diagnose diseases, thus 
helping to make treatments timely. On the other hand, deep 
auto encoders are used for feature extraction or dimensional-
ity reduction to reconstruct the inputs. Thus, auto encoders 
are used in clinical applications to extract features [40].

3  Multimedia data

Multimodal or multimedia data are a combination of vari-
ous types of data from different media or multiple sen-
sors such as texts, images, videos, or audios. By extract-
ing multimodal data, complementary information can be 
extracted from each of the modalities to improve the per-
formance application [43]. Modality refers to a specific 
way to encode information. Different viewpoints of a phys-
iological object using multimodal data, give more infor-
mation that is complementary to the analysis. In speech 
recognition, for example, not only the audio signals give 
valuable information but also visual modality about lip 
and mouth motion [50]. Multimedia representation learns 
features from different modalities in an automatically way, 
where those modalities have correlations and associations 
among them [51].

With the burgeoning online services and wireless tech-
nologies, multimedia data are generated every day [25]. 
The availability of these data has enabled the develop-
ment of several healthcare applications. Nevertheless, 
that amount of data is difficult to process, collect, man-
age, and store, thus demanding new research directions 
in multimedia big data analytics [29]. Advancements in 
multimedia data research are related to computing clusters, 
new hardware developments, and new algorithms for huge 
amount of data. Multimedia research analytics studies the 
understanding and visualization of different types of data 
to solve challenges in real-world applications [25].

Multimedia data are characterized as heterogeneous, 
unstructured, and large. It involves data coming from dif-
ferent sources such as sensors, cameras, and social net-
works, to name a few. That heterogeneity nature imposes 
the need to transform that data into a singular format to be 
analyzed [27]. In healthcare applications, there is a vari-
ety of data such as patient records, medical images, phy-
sician notes, and radiographic films [25]. Deep learning 
approaches are a good solution for multimedia data since 
features can be extracted automatically from data without 
human intervention and can represent multiple levels of 
abstraction [29]. They also address the challenges about 
modeling several variables simultaneously by integrating 
multimodal heterogeneous data to improve accuracy [41].
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The main objective of multimodal representation is to 
reduce the distribution gap in a common subspace, hence 
keeping modality specific characteristics. Multimodal rep-
resentation methods can be categorized into three types 
such as joint representation, coordinated representation, 
and encoder–decoder as shown in Fig. 3 [50]. Joint repre-
sentation projects all the unimodal representations into a 
global shared subspace, by fusing all the multimodal fea-
tures. Each modality is encoded through an individual neu-
ral network. Then, they are mapped to a shared subspace 
to extract and fuse similarities into a single vector. Coor-
dinated representation, in turn, uses cross-modal similarity 
models and maximizes similarities or correlations. Under 
some constraint, it learns coordinated representations for 
each modality, thus helping to preserve characteristics that 
are specific for each modality. Finally, encoder–decoder 
method learns an intermediate presentation, so mapping 
one modality into another. It is composed of an encoder 
that maps source modality into a vector, and a decoder that 
takes that vector to generate a novel sample [43].

3.1  Audio

In healthcare, for medical devices, real-time audio (e.g., 
speech) analytical applications are required. Audio ana-
lytical consist in extracting valuable information from the 
unstructured raw audio data [27]. With the help of wearable 
technology, human body sounds such as heart rate, voice, 
breathe sound, or digestive system can be recorded [25]. For 
example, Opensmile [52] is used to extract acoustic features 
such as pitch, voice intensity, and Mel-frequency cepstral 
coefficients.

3.2  Visual data

Visual data includes images and videos (i.e., sequence of 
images). A big challenge of visual data is the huge amount 
of information, which requires big data solutions [25]. CNNs 
are the most popular models used for image feature learn-
ing. Existing CNN models are LeNet [53], AlexNet [54], 
GoogleNet [55], VGGNet [56], and ResNet [57]. Those 
pre-trained versions of CNN are a good solution when it 
is required high amount of training data and computation 
resources [50].

Video data is used in applications that include fraud 
detection, surveillance, healthcare, and crime detection, 
to name a few. It consists of a sequence of images to be 
analyzed one by one to extract important information [27]. 
In healthcare applications, multiple imaging modalities are 
used such as CT, Magnetic Resonance Imaging (MRI), ultra-
sound imaging, Positron Emission Tomography (PET), func-
tional MRI (fMRI), X-ray, Optical Coherence Tomography 
(OCT), and microscopy image [58]. Those modalities are 
being used by medical experts in diagnosis and treatments 
[43]. The used techniques for images can be used for videos 
since the input of each time step is an image. Handcrafted 
features are also used in addition to deep learning features. 
For example, OpenFace allows extracting facial landmarks, 
head pose, and eye gaze [59]. However, due to the size of 
visual data, it is required high-performance computation and 
technologies such as cloud computing for doing analytics 
research in the mentioned applications [27].

Medical images (i.e., first-hand information) reflect 
patient’s status and allow detecting pathologies in organs. 
For example, eyes are analyzed using Ophthalmic imaging 
[60], brain, cardiac system, bone, and joints pathologies 
using MRI [61], chest and abdominal organs using CT [62], 

Fig. 3  Three types for multi-
modal representation. a Joint 
representation, b Coordinated 
representation, and c Encoder–
decoder representation [50]
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and for chest and breast using X-ray [63]. Medical images 
have a vector format, 2D or 3D pixel values that can be used 
in deep learning methods such as multilayer neural networks 
and CNN to detect pathologies, for image segmentation, and 
disease prediction [40].

3.3  Text

Text multimedia data can be in the form of metadata, social 
media feeds, or web pages. Text data can be structured and 
unstructured. Structured data are analyzed using database 
techniques of query retrieval. Unstructured data, in turn, 
needs to be transformed into structured data to be analyzed 
[64]. Emotion analysis from text multimedia data is one of 
the applications in healthcare [27]. Among text analytic 
techniques are Information Extraction (IE), sentiment anal-
ysis, summarization, and Question Answering (QA) [65]. 
SparkText [66] is a text-mining framework for big data text 
analytics in biomedical data [25]. Electronic Health Records 
(EHRs) can be analyzed with deep learning techniques to 
improve healthcare quality, by prediction diseases or com-
plications. EHRs contain several modalities of clinical data, 
thus requiring an adequate fusion technique. EHRs can be 
discharge summaries (e.g., lab tests results, physician diag-
noses, medical history, and treatments, to name a few), 
measurement reports, and death certificates [31, 41].

Table 1 shows a comparison between deep multimedia 
and traditional learning methods. Approaches for analyzing 
multimedia data using deep learning have many advantages 
compared to traditional machine learning techniques [43]. In 
addition, existing multimedia datasets are found in [67–70].

4  Multimedia healthcare applications using 
deep learning

A large branch of big data is from medical applications. 
The number of these applications has increased fast in lately 
years, thus imposing the need of healthcare research meth-
ods. Medical data come from sensors, records, images, and 

videos from patients. Traditional diagnosis relies on doctors’ 
empirical knowledge based on symptoms, antecedents, and 
consultation information. However, that diagnostic method 
can caused misdiagnosis due to human error. In addition, 
medical experts or patients may not use efficiently the col-
lected data [26]. Hence, science and technology develop-
ments in big data analysis have contributed with efficient 
diagnosis and treatments [23]. The goal is to design a reli-
able system to study the relationship between symptoms and 
diseases, explore treatments, diseases trends, and risk factors 
[40]. Over the last decade, images and videos have become 
important for medical imagining in different specialties. 
However, this explosion of data requires advance multime-
dia technology for diagnosis decision support, examination, 
surgery, and real-time support to help medical professionals 
[26]. Existing medical multimedia applications are shown to 
follow and summarized in Table 2.

Applications that use text data have been developed in 
healthcare. An application that analyzes electronic medi-
cal records (EMR) with CNN to predict future risk auto-
matically was proposed in [71]. The authors present Deepr, 
which is an end-to-end learning system. The system trans-
forms a record into a discrete sequence with coded time gaps 
and hospital transfers. A multilayer architecture based on 
CNN (i.e., embedding, convolution, pooling, and classifier) 
is used to detect and combines local clinical motifs to predict 
risk. A large private hospital dataset collected in Australia 
was used for evaluation, where an Area Under Curve (AUC) 
of 0.819 was reported. In [72], the history of patients in EHR 
is used to observe medical conditions and determine medica-
tions for the next visit. The authors used RNNs, where the 
inputs are encounter records such as diagnosis codes, medi-
cation or procedure codes. Then, the RNN predicts diagnosis 
and medications for the following visit. The used dataset was 
care patients from Sutter Health Palo Alto Medical Foun-
dation. The performance reported was a recall up to 79%. 
Another approach is a fusion of multimodal signal to ana-
lyze different motion patterns [21]. The authors integrate on-
body sensor data, context sensor data, and personal profile 
data (i.e., text data) such as pure acceleration data (i.e., nine 

Table 1  Comparison between deep multimedia and traditional learning methods [43]

Deep multimedia learning methods Traditional learning methods

Features are learned from the fused data Prior knowledge is required to extract features manually
Little preprocessing of the input data is required Preprocessing is needed for early fusion
Dimensionality reduction is done by the architecture It requires perform dimensionality reduction
Performs early, intermediate, or late fusion Performs early or late fusion
Fusion architecture is learned during training Fusion architecture is designed manually
Requires many data for training Not a lot of training data is required
GPUs are need for training time Use of GPUs are not critical
Hyper parameter tuning is needed Hyper parameter tuning is not needed
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types of activities in daily living and eight types of falls), 
Global Positioning System (GPS), orientation, light, and 
sound level. A deep learning framework was designed using 
auto-labeling module and long-short-term memory (LSTM)-
based classification module. The auto-labeling module is 
based on Q-network (DQN) and use a distance-based reward 
rule to overcome inadequately labeled sample to improve 
efficiency. The LSTM-based classification module fuses the 
multimodal data to manage sequential motion data to detect 
movement patterns. The authors used Receiver Operating 
Characteristic (ROC) curve as a performance metric, thus 
finding an average value for all activities of 0.95.

Image data have been used in healthcare applications 
for cancer detection, Alzheimer’s disease (AD) diagnosis, 
and COVID-19 classification. Image processing techniques 
enhance diseases analysis, diagnosis and treatments. For 
example, a recognition system based on transfer learning 
and CNN was proposed in [10] to identify early detection 
of lung cancer. They classify benign tumor (non-cancerous) 
and malignant (cancerous) such as small cell lung cancer, 
adenocarcinoma, squamous cell cancer, large cell carcinoma, 
and undifferentiated non-small cell lung cancer. The used 
dataset was collected in K1 hospital located in Kirkuk city, 
Iraq. Experimental results showed an accuracy of 93.33%.

AD is a common neurodegenerative brain disease in 
elderly people. The statistics shows that in developed coun-
tries, 5% after 65 years old and 30% after 85 years old are 
prevalent to suffer this disease. It is estimated by 2050 that 
0.64 billion people in the world will undergo AD. Nowa-
days, AD diagnosis is invasive, painful and dangerous, thus 
imposing the need to study non-invasive methods [33]. Deep 
learning techniques are used in the study of AD. High-level 
abstract features can be extracted from MRI images, which 
describe data distribution in low dimension. In [22], the 
authors propose a deep convolutional auto encoder (CAE) 
architecture to do an automatic non-linear decomposition 
in large datasets. Features extracted using this technique are 
highly correlated with other clinical and neuropsychologi-
cal variables. The affected regions by disease progression 
as well as the relation with cognitive decline are detected, 
using visualization of influence areas of each neuron and 
correlations with clinical variables. CAE architecture can 
also be applied in diagnosis of dementia. The authors fuse 
information of neuropsychological test outcomes, diagno-
ses, and clinical data with the imaging features extracted 
from MRI. Hence, they found associations between cogni-
tive symptoms and the neurodegeneration process. Regres-
sion and classification techniques are used to analyze the 
distribution of extracted features in different combinations. 
Then, they estimate the influence of each coordinate of the 
auto encoder over the brain, thus achieving an accuracy of 
80% to diagnose AD. Another approach consisting in multi-
projection fusion with CNN to diagnose AD is proposed in 

[33]. The authors use different projection of the brain such as 
sagittal, coronal, and axial, instead of using the whole brain 
volume. They focus on the hippocampal region, which is a 
stronger biomarker of AD. By binary classification, patients 
with AD, Mild Cognitive Impairment (MCI), and Normal 
Control subject (NC) are differentiated. To this end, the most 
discriminative projection is identified from MRI data using 
Alzheimer’s Disease Neuroimaging Initiative (ADNI) data-
base. After, a fusion framework with CNNs is proposed. 
Two different fusion strategies were implemented. The 
first one consists in training three CNNs, thus concatenat-
ing features in a fully connected layer. The second strategy 
applies algebraic late fusion, where the winner is the one 
with majority vote. Experimental results reported an accu-
racy of 91%. Other solution for early detection of AD is 
proposed in [73]. A resting-state fMRI-based framework is 
developed using DNN based on stacked auto-encoders (i.e., 
remove high-dynamic data) and medical data. A network 
focused on each resting-state operations are built based on 
the connectivity of the brain network in some brain regions, 
thus measuring the loss of brain function between AD and 
healthy patients. Data analysis and interpretation is done 
using deep learning techniques. fMRI images and texts such 
as age, sex and genetics are used for training and data clas-
sification, using the ADNI database. Functional intellectual 
networks are built based on time series R-fMRI signal cor-
relation. Experimental results showed an accuracy increase 
by 25% compared to traditional approaches for AD.

A supervised deep learning strategy using chest CT 
images for both diagnosis and prognosis of COVID-19 
patients is proposed in [37]. This approach can distinguish 
between COVID-19 from non-COVID-19 cases, thus mini-
mizing the manual labeling. CT is a non-invasive technique 
that detect bilateral patchy shadows or ground glass opac-
ity, which are common manifested symptoms in COVID-19 
infected lung [74, 75]. The framework detects COVID-19 
infected regions automatically, using chest CT data taken 
from multiple scanners. Based on the CT radiological fea-
tures, it can classify COVID-19 cases from pneumonia and 
non-pneumonia. As dataset, the authors used 150 3D volu-
metric chest CT exams of COVID-19, community acquired 
pneumonia (CAP) and non-pneumonia (NP) patients, 
respectively. Between September 2016 and March 2020, 450 
patient scans were acquired from participating hospitals. The 
authors leverage the representation learning on multiple fea-
ture levels to identify the exact position of the lesion caused 
by the virus. The high-level representation (i.e., Conv5) 
takes patch-like lesions but discard small local lesions. 
Hence, the mid-level representation (i.e., Conv4 and Conv5) 
complements the high-level, by detecting infections located 
in peripheral lungs, inferior lobe of the lungs, and in the 
posterior segment. The framework allows giving advice on 
patient severity to guide triage and treatment. Experimental 
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results show the proposed framework obtained high accu-
racy, precision, AUC, and qualitative visualization of the 
lesion detections. Another approach for classifying COVID-
19 using chest X-rays and computerized tomography images 
of the lungs was proposed in [76]. The authors employed 
image features, feed-forward, and CNNs. They used the tex-
ture features technique [77] to extract the best features from 
X-ray images. That technique takes groups of pixels of the 
same intensity, thus quantifying and localizing them. Experi-
mental results showed the CNN obtained an accuracy of 
83.02% with an AUC of 0.907. Other experiment with feed-
forward neural network showed a 100% of accuracy. Other 
solution using chest x-ray images was proposed in [78]. The 
authors developed a CNN model with end-to-end training to 
classify between COVID-19 and healthy patients. They used 
pre-trained CNN networks such as ResNet18, ResNet50, 
ResNet101, VGG16, and VGG19 for deep feature extrac-
tion. Then, the classification is done using support vector 
machine (SVM). Experimental results showed an end-to-end 
training accuracy of the developed model of 91.6%. A dif-
ferent approach using chest CT (CCT) images was proposed 
in [79]. The authors used pre-trained models (i.e., AlexNet, 
DenseNet201, ResNet50, ResNet101, VGG16, and VGG19) 
for feature learning and proposed a new model to extract fea-
tures (i.e., transfer feature learning algorithm). These models 
explain the removal of layers by testing pre-trained networks 
with different configurations. Then, they fuse the two models 
using discriminant correlation analysis, thus finding a model 
named CCSHNet. They use datasets from local hospitals 
with 284 COVID-19 images. Experimental results showed a 
F1 score of 97.04%. A deep meta-learning framework based 
on Siamese neural networks to diagnose coronavirus infec-
tions from chest X-Ray images was proposed in [80]. The 
framework uses a fine-tuned base CNN encoder to extract 
features from input images and applies contrastive loss func-
tion to train the Siamese network for n-shot classification of 
new images. The evaluation results showed the proposed 
framework attained state-of-the-art performance even with a 
limited size of the dataset. A framework to combat COVID-
19 was proposed in [81]. In the framework, there were two 
systems, one for the screening of COVID-19 using chest 
CT scan videos and the other for the mass surveillance. For 
the screening, three CNN models in the form of ResNet50, 
Inception V3, and deep tree, were investigated. For the mass 
surveillance, modules of mask detection, body temperature 
detection, and social distance measurement were used. Edge 
and cloud computing was integrated into the framework and 
the systems performed well with low latency and less wait-
ing time.

A mobile-system application that use an input image 
of food to estimate food attributes such as ingredients and 
nutritional values is proposed in [82]. It is a real-time system 
for analyzing nutritional content in the images to recommend 

patient’s diet and their healthy habits. They estimate attrib-
utes (e.g., protein, calcium, or vitamins) and ingredients by 
extracting related words (text) over the internet. The system 
consists of CNNs to recognize the food item in an image and 
a component to estimate food attributes using text retrieval 
from internet (i.e., vector space embedding [83]). Transfer 
learning (i.e., CNN models such as Inception-v3 [84], Incep-
tion-v4 [85]) was used for training, using publicly availa-
ble datasets such as Food-101 and Image-net. The authors 
removed the last fully connected layer and joined with drop-
out, ReLU activations, and softmax layers. A two-layer neu-
ral network is used for training to calculate probabilities of 
ingredients in particular food items. Experimental results 
showed an accuracy about 85%.

Audio data can be used to detect voice pathology in a 
non-invasive way, where an early voice pathology detection 
can reduce a permanent voice problem. To this end, a mobile 
multimedia healthcare framework is designed in [6]. Voice 
data is recorded using mobile devices (e.g., microphone, a 
smart phone, or any voice recorder) and processed to be fed 
into a CNN. The voice signal from the patient is the input of 
the proposed system and the output has two classes corre-
sponding to pathological or normal voice. The voice signals 
are 1-s long, which are divided in 40 ms overlapping frames 
to capture pitch periods and voice breaks. The framed sig-
nal is converted to a frequency-domain representation using 
Fast Fourier Transform (FFT). A spectrogram is obtained 
when all the frequency-domain representations of all frames 
are concatenated. Hence, the spectrograms are processed as 
images and then filtered. After, first and second-order deriv-
atives are applied to the images, thus obtaining three inputs 
to the CNNs, namely, octave spectrogram, and first and sec-
ond-order derivatives. Transfer learning using the existing 
robust CNNs such as VGG-16 and CaffeNet is employed. 
In the proposed system, the authors replaced the softmax 
layer of the CNN models by another softmax layer with two 
classes such as pathological and normal voice. A SVM is 
used before the softmax layer, where the last fully connected 
layer was fed. The authors used the Saarbrucken voice disor-
der (SVD) database and obtained a voice-pathology detec-
tion accuracy of 98.77%. The same authors in [7], for voice 
pathology detection, use the spectrograms with three CNN 
pre-trained models in parallel to exploit the temporal aspect, 
which outputs are fused in a Multilayer Perceptron (MPL) 
with three fully connected layers followed by an output layer. 
The first layer contains 4096 neurons each and the third one 
contains 2048 neurons. In this work, the authors use the 
pre-trained AlexNet model for the three CNN models and 
showed experimental results with an accuracy of 95.5%.

Research advances in multimodal data and automated 
video have made possible to process supervision tasks. 
Action classification from multimodal data is a burgeon-
ing research area [86]. Wearable cameras such as Microsoft 
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HoloLens, Google Glass, and Taser body allow monitor-
ing user’s activities. The behavior and actions of the user 
can be described with wearable video acquisition devices 
as well as other variety of wearable sensors (e.g., Apple 
and Samsung smart watches have integrated accelerome-
ters, gyroscopes, and compasses). An algorithm for activity 
recognition and egocentric human action to assist a user in 
a medical procedure is proposed in [87]. The authors pro-
posed a supervised deep multimodal fusion framework that 
process motion data from wearable sensors and video data 
from egocentric or body-mounted camera. They use high 
temporal dependencies across time-varying sequences for 
all data modalities. An early fusion is done before assigning 
class labels to minimize correlation between features and 
captures temporal sequence behaviors in each data modality. 
A CNN is used for each individually optimized unimodal 
representation, which are temporally fused with a LSTM. 
The multimodal Insulin Self-Injection (ISI) dataset [88] was 
used in the experiments. The dataset includes action related 
to an insulin self-injection activity recorded using video data 
acquired with a Google Glass wearable camera and motion 
data with an InvenSense motion wrist sensor. Experimental 
results show that the multimodal fusion approach outper-
form approaches that rely on one only modality. On the other 
hand, physically impaired people or elderly people can be 
monitored remotely by human action monitoring techniques 
in intelligent healthcare applications [28]. An approach to 
extract spatial–temporal features using video streaming for 
action recognition is proposed in [20]. The authors proposed 
a deep learning architecture, 3D convolutional neural net-
work (R3D) to obtain short-term spatial–temporal features 
and then aggregates the 3D convolutional network entries 
as inputs to the LSTM architecture to capture long-range 
temporal information. LSTM output features represent 
high-level abstraction of the human actions. Experimen-
tal results showed an accuracy of 86.8%, which is a good 
performance of the proposed approach that can be used for 
remote monitoring since the extracted features capture the 
motion in the video and recognize the actions. An approach 
for human fall detection based on videos is proposed in [89]. 
The authors proposed a deep-learning-based approach, using 
short-term memory neural network. The deep neural net-
work (i.e., RNN) extracts the most important features based 
on training data, thus covering real-life scenarios. RNN is 
selected since there is sequential information in the states 
of the body skeleton at different time steps. LSTM is used 
for the long sequence of frames. Transfer learning is used, 
and the approach is trained and tested on “NTU RGB + D 
Action Recognition Dataset” [90]. According to depth 
map sequences, the proposed approach detects if there is 
a falling incident and send an alarm to medical staff, and 
patient’s family and friends. Experimental results show the 
proposed approach outperforms existing methods based on 

handcrafted features, thus showing an area under the ROC 
curve of 0.99.

DNN with multimodal fusion is used in [41] to derive 
analytics for 1-year gastrointestinal (GI) bleeding hospitali-
zations prediction using a large in-hospital EHR database 
(i.e., text data) with three different modalities such as dis-
ease diagnoses, medications usage, and laboratory testing 
measurements, which are complementary to each other. The 
patients have been treated with anticoagulants or antiplatelet 
drugs. The authors compare neural networks to random for-
est, gradient boosting decision tree, and logistic regression, 
thus finding a better performance with neural networks in 
both single modal and multimodal condition. They found 
DNNs leverage the EHRs correlations among features in 
different modalities. They also demonstrate the deep multi-
modal neural network with early fusion obtain the best GI 
bleeding predictive power with an area under the receiver 
operator curve of 0.876.

A multimedia approach for early diagnosis of AD and 
clinical decision support system is proposed in [30]. The 
authors use functional connectivity of brain regions using 
R-fMRI image data and clinical text information such as 
age, gender, and genetic information. They compare differ-
ent machine learning models such as Linear Discriminant 
Analysis (LDA), Linear Regression (LR), SVM, and auto-
encoder network, where R-fMRI time series data and their 
correlation coefficient data are the inputs. It was found the 
auto-encoder performs better. The method extracts reliable 
discriminative brain network features and physical condition 
in different scales to detect AD. An early stage of AD is 
distinguished form normal aging with a targeted deep auto-
encoder network. The authors construct a customized auto-
encoder architecture to classify mild cognitive Impairment 
(MCIs) and use the ADNI database. That database contains 
MRI, fMRI, PET, genetic data, and clinical examinations. 
Experimental results show the comparison with traditional 
classifiers based on R-fMRI time series data, so making an 
improvement of 31.21% of prediction accuracy with the pro-
posed method.

The works mentioned above show several research efforts 
in image analysis (i.e., monomedia applications) using 
CNNs. Others, in turn, show the combination of two or three 
modalities (i.e., multimedia) for healthcare solutions. How-
ever, there is a need for further research on the use of mul-
timedia data in healthcare applications that covers images, 
videos, audios, and text data. To accomplish those multime-
dia healthcare applications, there are some challenges that 
need to be addressed as mentioned in the section to follow.
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5  Challenges

There is a high demand of healthcare services that need 
to be in real time, accurate, and remote, to provide smart 
healthcare monitoring to citizens. To this end, citizens’ 
signals (e.g., physiological signals, voice, ECG, video, to 
name a few) need to be collected, transmitted and processed 
for assessment. In medical assessment, for example, there 
is a manual evaluation where the doctor has to be physi-
cally and the outcomes depend on the doctor, there are inva-
sive sensors and the medical devices are expensive. On the 
other hand, the automatic assessment requires an accurate 
algorithm to predict, diagnose, or treat, as well as it needs 
low errors, and high response, where its outcome must be 
validated with a doctor [6]. However, the implementation of 
automatic assessment healthcare systems that handle sev-
eral multimedia data have several challenges that need to be 
addressed as mentioned to follow.

5.1  Computation requirements

Computation efficiency is one of the major challenges in 
multimedia analytics. The emerging deep learning tech-
niques require high computation requirements to allow the 
development and scalability of those new solutions [32]. 
They are computationally expensive due to the hardware 
requirements such as GPU and Random-Access Memory 
(RAM) [91]. DNN requires several days on powerful CPUs 
and GPUs clusters for training [29]. Tensorflow [92] is one 
solution, by allowing numerical computation with data flow 
graphs on CPUs and GPUs. In addition, cloud computing 
provides on-demand services for data computing and data-
base storage, thus employing several GPU computations 
through several nodes. Cloud technology offers cluster-
computing framework with support for machine and deep 
learning, which has built-in standard operation libraries [32]. 
In addition, researches are using parallel and scalable deep 
learning models, are building low-power models, and are 
using deep learning accelerators through field-programma-
ble gate array (FPGA) [29]. FPGAs allow a high degree 
of parallelism and optimization as well as low-power com-
putations [25]. Parallel computing in multimedia analytics 
deal with the non-stationary problem. However, scalable 
computational methods are still a challenge in multimedia 
applications [27].

5.2  Multimedia deep learning

Multimedia deep learning applications have open challenges 
that need to be addressed such as unstructured nature, data 
volume, nonstationary, variety, and decision-making in real 
time [27]. There is a heterogeneity gap in multimedia data, 

where different sources are involved such as mobile devices, 
social media, sensors, cameras, and virtual worlds, to name 
a few. They require an efficient multimedia data manage-
ment, merge different data modalities, and understand DNN 
decision-making process [29]. All the information from the 
different data modalities must be analyzed and the logical 
connections among them must be extracted. Development 
models can take decisions that are more accurate using the 
information from the different data modalities. Hence, the 
importance of fusion techniques to integrate those modali-
ties and find the best configuration in terms of correla-
tions, redundancy, and complementarity among the differ-
ent modalities [29]. Multimodal data fusion can be made 
in data space (i.e., raw data fusion or early data fusion) as 
well as in feature space (i.e., feature fusion or intermedi-
ate data fusion) [51]. Multimodal heterogeneous features 
can be projected into a common subspace, where vectors 
can represent data with similar characteristics [93]. In this 
direction, there is ongoing research where transfer learn-
ing is being applied. The knowledge of one modality can 
be transferred to another one, named cross-modal transfer 
learning [50]. Recent studies have shown that transfer learn-
ing has performed well when the learned knowledge from 
images is transferred to videos [94]. Therefore, treatment 
heterogeneous, high-dimensional, and unlabeled multimedia 
data is a future research work in deep learning applications 
[25], where new techniques and technologies are required to 
analyze the changing nature of multimedia data [27].

5.3  Big data

The use of deep multimedia learning methods has been 
growing, thus imposing the need of more training data 
to increase accuracy [50]. Deep learning methods are 
highly dependent of large-scale datasets with high quality, 
where their generation are time-consuming. Label data is 
required, which incurs in high cost. In addition, it is labori-
ous to create a dataset sufficiently large and diverse from 
several sources [26], as well as large amount of storage for 
analytics is needed [27]. As a solution, transfer learning, 
deep reinforcement learning, and variational auto encoders 
have been proposed [29]. Transfer learning allow trans-
ferring general knowledge from on domain with a large 
dataset to another domain with no enough data [95]. For 
example, pre-trained CNN networks such as VGGNet [56], 
ResNet [96] can be used for image-feature extracting, and 
word2vec [83], Glove [97] for feature-word embedding. 
However, for audio and video modality, there is not an 
effective transfer learning strategy due to limited number 
of training data. Hence, effective big data techniques are 
still required in the multimedia learning area to handle big, 
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unstructured, heterogeneous, and noisy data [25, 50]. On 
the other hand, even though healthcare applications are 
emerging in recent days, there is still few healthcare data-
sets available for clinical studies due to patient privacy. 
Most of the datasets are in some hospitals and institutions, 
which can be noisy, with errors, and with missing values, 
thus making hard to obtain useful datasets for healthcare 
applications research [40].

5.4  Interpretability and trust

Features discovered by DNNs are complicated to be 
understood by humans. This is why there is an increasing 
effort to design interpretable DNNs [43]. Generalization 
is another big challenge in the medical field [29]. Moreo-
ver, many patients do not feel confident about automated 
systems’ outcomes. Hence, the trust in those outcomes 
relies in the interpretation of specialists and physicians 
[6]. For example, in the image-medical application field, 
the diagnosis still requires highly trained human experts. 
Manually designed features are needed in computer vision 
approaches. However, this is a challenging task since that 
not only requires interpretation of visual indicators and 
abnormalities (this can take years of training), but also 
to identify complementary and conflicting information 
from all multimedia data to apply fusion. This is why deep 
learning can overcome this situation due to it has the abil-
ity to learn multimedia features from examples [43].

5.5  Smart city healthcare environment

Healthcare multimedia applications are producing many 
real-time data that come from Internet of Things devices 
and sensors. Hence, a smart healthcare framework that pro-
vides high quality, high accuracy, and low-cost services is 
needed [44]. In the medical field, there are many applica-
tions focused on classification tasks to diagnose some kind 
of diseases. Therefore, healthcare applications should be 
a dynamic process, where not only diagnosis applications 
are involved [9]. They must provide support for examina-
tion, diagnosis, surgery using all the available information 
to assist medical personnel. Even though, DNN-based sys-
tems are automatic, medical personnel are need to interpret 
and act the results [98]. Despite of success of deep learning 
in the medical field, there is still a prevention to implement 
these kind of solutions in the real world.

5.6  Multimedia sensors

Low-cost wearable devices can measure different multime-
dia data from different modalities (e.g., audio, video, images, 
and physiological signals, to name a few). However, low-cost 
wearable sensors can have the problem that can be consid-
ered intrusive and has high noise to signal ratio. Video cam-
eras, in turn, are considered intrusive and generate privacy 
issues [89]. Sensor data is collected from different kind of 
sensors such as wearable devices, light, GPS, audio, and 
video, to name a few. Features that are more complex can be 
extracted to analyze a specific application from a multimodal 
view. Thus, a synchronization strategy is required to inte-
grate all those sensors, using a unified data fusion strategy. 
However, synchronization of video and audio in multimedia 
analytics is challenging [21].

5.7  Digital twin application

Digital twins are now thought as a digital copy (i.e., virtual 
representation) of a living entity (e.g., a user), which com-
municates with that living entity and creates a virtual world. 
It monitors the living entity to understand and give some 
feedback to improve the user’s quality of life and wellbeing. 
That monitoring consists of collecting physiological, physi-
cal, and context information about the living entity. How-
ever, digital twin’s evolution requires the development of 
machine and deep learning algorithms that use multimedia 
data to characterize a user's condition, detect patterns, give 
suggestions, and make predictions and recommendations. 
In addition, accurate data collection and signal processing 
methods are needed, as well as the implementation of effec-
tive communication protocols. On the other hand, proposed 
digital twin solutions must be accurate, thus gaining users’ 
trust and confidence and have to guarantee security issues 
to protect user’s privacy [99].

6  Conclusion

Increasing multimedia data usage (i.e., text, audio, video, 
and images) in the last years has allowed the development 
of new research solutions in healthcare applications. Those 
applications need to address a series of challenges to do 
an automatic assessment about citizens’ health condition. 
In this review, we show a summary of proposed healthcare 
applications that use deep learning techniques and multi-
media data. We found that few solutions implement dif-
ferent type of multimedia data, thus being mostly mono-
media, which highlights the need of research efforts in the 
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construction of a global solution that can process different 
type of multimedia data at the same time. We also show the 
use of deep learning techniques in healthcare applications 
as well as stand out some challenges that still need to be 
addressed in the domain of multimedia healthcare applica-
tions based on deep learning techniques.
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