**Leveraging a Cloud-Native Architecture to enable Semantic Interconnectedness of Data for Cyber Threat Intelligence**

**Abstract**

Cloud technologies have several merits including the elimination of cost incurred when traditional technologies are adopted. Despite the benefits, the cloud is still facing security challenges thereby calling for cyber threat intelligence capable of identifying threats and providing possible solutions. However, dependence on traditional security mechanisms and approaches for security solutions within cloud environments presents challenges. This calls for cloud-native solutions which leverages cloud features for design and development of solutions for data and applications hosted and running within the cloud. Past studies have suggested the adoption of semantic technologies for cloud-based security mechanisms. However, the semantic processing of data faces challenges of data interconnectedness due to aggregation of data from diverse heterogenous sources. Hence, this study proposes a cloud-native architecture capable of connecting security-related data from different sources in the cloud to enhance cyber threat intelligence. It presents a proof-of-concept implementation of the proposed solution on Amazon AWS cloud, within an auto-scaling group for scalability and across multiple availability zones for high availability.
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1. **Introduction**

Cyber-attacks experienced in cloud environments include attacks based on XML, SQL injection attacks, distributed denial of service attacks, attacks based on virtualization, and cloud-based data storage attacks. Attacks based on XML involve the manipulation of XML format of SOAP messages with which applications communicate in the cloud (Shaikh, 2016). SQL injection attack involves an unauthorized user’s entry of arbitrary queries from the web application interface, followed by execution in the server which exposes confidential data or manipulates existing data within the database (Alsaleem et al., 2019). A DDoS (Distributed Denial of Service) attack involves an attacker disrupting cloud services thereby disallowing users’ access to these services and use of these services when required. Attacks can send a massive amount of traffic towards overwhelming victims so that services will be unavailable to those who have the right access (Somani et al., 2017; Rajendran et al., 2018). Attacks based on virtualization focus on the weaknesses of virtualization in the cloud to take over guest machines and host machines to corrupt CPU, memory, and resources, launch arbitrary code, manipulate data, modify configurations, inject malicious code, and more, thereby influencing the data’s availability and integrity (Yucel and Romuald, 2015; Sri et al., 2017; Kumar et al., 2017). Cloud-based data storage attacks are attacks on data stored in the cloud towards illegal analysis of data, compromising a database’s integrity, taking control of one or more storage resources, and polluting it to make data unavailable.

The identification of threats and organising responsive action towards mitigation is important. When it comes to cyber incident response, detection and recovery are the major features due to the necessity of monitoring the implications of the solutions to an attack and observing new behaviour coming from the incident. When an attack is detected, mitigated and the system is recovered, information about the events and recovery processes may be useful for similar attacks, thereby forming response actions. Such response actions may be useful in mitigating several cyber incident examples. There are several frameworks meant to handle incidents related to computer security and some researchers have come up with models to handle security incidents in the cloud environments. Main global standards and guidelines for incident handling models are defined and published by organisations such as Computer Emergency Response Team Coordination Centre (CERT/CC), NIST Special Publication (NIST SP 800-61), International Organization for Standardization (ISO), European Network and Information Security Agency (ENISA), SANS Institute, and Information Technology Infrastructure Library (ITIL). CERT/CC published four guidelines to manage information security incidents. They describe four phases of the incident handling process model: receiving an incident report, triage, incident response, and analysis, consisting of 14 subphases. The design of the Handbook for Computer Security Incident Response Teams (CSIRT) is to guide organisations specifically to form and operate a CSIRT (WestBrown et al., 2003). The State of the Practice for CSIRTs (Killcrece, 2003) is aimed at assisting new and existing teams to understand best practices and recommendations to handle incidents and services related to CSIRT. The focus of Organisational Models for CSIRT is to select the appropriate model for incident response capabilities in an organisation (Killcrece et al., 2003). Defining incident management processes for CSIRTs: A work in progress is about incident management, including processes and functions overview, and how to support the individuals, technology, and procedures involved (Alberts et al., 2004).

In addition, NIST Special Publication (NIST SP 800-61) explains computer security handling guidelines (Cichonski et al., 2012). There are four incident handling phases in the NIST guideline, including preparation, detection and analysis, containment, eradication and recovery, and post-incident activity. The five phases of ISO/IEC 27035:2011 include planning and preparation, detection and reporting, assessment and decision-making, responses, and lessons learned. It offers reporting form templates for information security vulnerabilities, incidents, and events (ISO, 2011). ENISA’s Incident Management Guide offers practical information and guidelines to manage incident handling phases and consists of six major sequence components, including incident report, report registration, triage, incident resolution, incident closure, and post-analysis (ENISA, 2010). The Incident Handler's Handbook from the SANS Institute, which offers information to produce organisational incident response policies, standards, and teams, consists of six phases: preparation, identification, containment, eradication, recovery, and lessons learned (Kral, 2011). ITIL’s Foundations of IT Service Management Based on ITIL V3 features incident management, consisting of five key phases: incident detection and recording, classification and initial input, investigation and diagnosis, resolution and recovery, and incident disclosure (British Standards Institution, 2007).

To take this further, the focus of the current study is towards designing a novel semantic-based methodology for cloud-native cyber incident response. This implies considersing the distinct features of cloud computing technology to come up with a relevant method specific to the cloud domain towards incident response. This study wants to leverage semantic technologies like ontologies and knowledge graphs to facilitate the retrieval and analysis of data related to security challenges in the cloud environment. This paper explores a semantic-based approach to cyber incidents in the cloud. A comprehensive study is carried out to evaluate and review the existing threats cloud users or consumers face regularly and the practices that should be implemented by all involved parties to ensure security and privacy as well as management of the risks that may arise. A wide range of security standards for cloud computing and IT management are reviewed in conjunction with the common security practices utilized and implemented by cloud providers all over the world by taking into consideration and analysing the security-themed whitepapers provided on these cloud services companies web pages. This paper explores cyber incidents in the cloud through a review of existing literature and opinions regarding the semantic approach for cyber incidents in the cloud and identifying the main challenges faced by cloud-based services and analysing these challenges and threats to the security of the cloud platform. We have also investigated existing research efforts towards addressing the challenges faced with cyber incident response in the cloud. The remaining sections are as follows: section 2 investigates research efforts regarding cloud-based cyber incident response or handling solutions, frameworks, and models; section 3 analyses the research gaps and highlights the requirement for data interconnectedness across diverse heterogeneous sources with different data structures based on the gaps identified and recommendation of past studies. In section 4, the proposed solution is designed, with detailed description of its methodology while section 5 describes a proof-of-concept implementation and some evaluation metrics, based on available sample dataset. Section 6 provides a conclusion to the paper.

1. **Literature Review**

The framework by the European Union Agency for Cybersecurity (ENISA, 2010) on how to report major cloud security incidents focuses on guiding government authorities about handling of security incidents but they are likewise applicable to organisations. Periodical risk assessments should be carried out towards identifying crucial parts of the IT infrastructure as well as the core services which depend on the cloud (Dekker et al., 2013). Mogull et al. (2017) came up with tabletop exercises and threat modelling towards determining the most effective response to different types of attack and Hengst (2020) thinks they should cater for responses required for IaaS (infrastructure-as-a-service), PaaS (platform-as-a-service), and SaaS (software-as-a-service). Ab Rahman and Choo (2015) introduced a conceptual cloud incident handling model consisting of incident handling, digital forensic and the Capability Maturity Model Services towards further effective organizational handling of incidents in the cloud. Their model integrates forensic activities into every phase of the incident handling model. A distinctive feature of their study is response selection which emphasized the critical function of response selection techniques as they can ideally facilitate rapid deployment of incident response processes. The three response selection techniques identified are static mapping, dynamic mapping, and cost-sensitive mapping. Static mapping, which can be carried out using ontology or probabilistic cognitive maps, helps to map a predefined incident to predefined responses. However, the downside of static mapping despite its facilitation of rapid deployment is that it helps attackers to also expect response actions. This downside is eliminated by dynamic mapping because it involves the deployment of various advanced approaches. Potential mapping techniques include game theory, machine learning, as well as risk assessment methods. The mapping strategies provide a means of selecting the most appropriate mapping type based on an understanding of each one. While these can be used within cloud-based systems, they are not limited to use within the cloud and can be adopted or adapted for different scenarios of incident handling solutions. Dynamic response selection does not consider the cost of response and damage. Cost-sensitive considers the cost of response and damage (Ab Rahman and Choo, 2015). These are summarised in Table 1.

Table 1 – Response Selection Techniques for Incident Response Processes

|  |  |  |
| --- | --- | --- |
| **Response Selection Techniques** | **Strengths** | **Weaknesses** |
| Static Mapping | Facilitates rapid deployment by mapping predefined incidents to predefined responses  | Implies that attackers also expect response actions |
| Dynamic Mapping | Addresses the challenges of static mapping with techniques such as game theory and machine learning | Ignores cost of response and any potential damage |
| Cost-Sensitive Mapping | Addresses the challenge of dynamic mapping | Can be more time-consuming |

Furthermore, Ab Rahman et al. (2016a) investigated attacks on cyber-physical cloud systems (CPCS) and proposed a conceptual CPCS forensic-by-design model. In another study, Ab Rahman et al. (2016b) presented an integrated cloud incident handling and forensic-by-design model and validated the model by deploying to diverse cloud repositories. Monfared and Jaatun (2012) suggested an approach capable of handling compromised components in an IaaS cloud installation which demonstrated the adaptability of NIST incident handling guidelines for deployment in the cloud computing space and introduced cloud specific strategies for the five phases: specific cloud incident handling approaches, responsible stakeholder(s) for the approaches, service impacted, enforcement challenges, and specific platform and library dependencies. Zhang et al (2010) suggested an information risk management framework which covers several cloud services and deployment models. Within the framework are three phases; architect and establish, implement, and operate as well as monitor and review comprising of different processes.

In addition, real-time analysis of attacked systems and log files requires improved techniques and should be prioritized (Grobauer and Schreck, 2010). Performing real-time forensics on running systems in cloud computing can provide valuable information especially for PaaS and SaaS where the log files of CSP contain critical evidence sources. Hence, this calls for an approach capable of generating and analysing such information (Grobauer and Schreck, 2010), even from data sources such as the devices of CSU and off-site CSP data centres (Ab Rahman and Choo, 2015). Real-time approaches which help to automate processes can capture any metadata at the time of the alert and pause the virtual machine towards retaining the memory state. They can be used to analyse network flows to determine whether network isolation was successful, examine configuration data towards identifying similarly affected instances, and review data access logs towards determining possible effects of the attack on the cloud platform itself (Mogull et al., 2017). Report sharing is a critical aspect of cyber incident response as it facilitates effective mitigation processes across organizations. Security teams can discuss best practices and enhance the way security incidents are handled when they share incidents or summaries of security incidents (Dekker et al., 2013). These define what the best practices are, as recommendations for designing and developing solutions with their actual implementation and subsequently, their effect subject to several other factors, including design and architectural principles of their adoption. Frøystad et al. (2016) proposed a simplified method to share incidents and it makes sure that everyone involved understands the information pertaining to them. Semantic-based approaches can also enhance the ability to retrieve information about similar attacks. According to Martini and Choo (2012), it is necessary to have metadata retention and recommend possible evidence sources like checking of file integrity, extensive logging, and centralised auditing. Virtualization, resource pooling and rapid elasticity are cloud features relevant in developing tools for forensic evidence. The dynamic scaling and elasticity nature of cloud, with multi-tenancy capabilities implies that forensic data between multiple tenants in a variety of cloud structures and locating forensic data with timestamps can be separated (Purnaye et al., 2022). These are achievable by adopting semantic-based methods as they can explore data and linking relevant information. Due to the complexity of cloud environments because of their distributed nature when compared to traditional on-premises systems, traditional cyber incident response approaches are less effective in the cloud (Guo et al., 2021). Likewise, collecting, preserving, and analysing data related to security incidents in the cloud can be really tasking due to multiple jurisdictions and multiple systems. Most studies on cloud incident response provided cloud-native recommendations complementing traditional incident response approach based on the incident response lifecycle provided by the National Institute of Standards and Technology (NIST).

**2.1 Semantic-Based Incident Response**

Regarding semantic-based incident response solutions, Baskerville et al. (2014) discovered that conventional security approaches focus majorly on detecting and preventing attacks relative to incident response. There is a need for a powerful security model capable of implementing an incident response process that makes the most of web semantics, facilitates appropriate knowledge representation, and permits certain inference level (Moreira et al., 2018). Blackwell (2010) proposed a three-layer architectural security model including social layer (people and organisations), physical layer, and logical layer (computers and networks), and security incident ontology which considers organisations and systems. Both the architecture and ontology facilitate holistic analysis of incidents. However, the ontology seems to be more like taxonomy than ontology as it provides definition of certain concepts of incident, cyber defense and attack, without formalizing them as ontology. The researchers recommended the adoption of OWL (Web Ontology Language) in further studies (Moreira et al., 2018). Mundie et al. (2014) introduced an ontology based on a past study which defined a meta-model meant to handle processes of incident management. Documenting, comparing, and analysing Computer Security Incident Response Teams (CSIRTs) are the objectives of the proposed ontology. A high level is involved in the modelled processes with more focus on teams’ relationships and roles. However, it did not go into the incident’s technical details. ISO/IEC 27035:2011 formed the basis of an ontology presented by Silva and Fagundes (2014) to manage incidents in the information security domain. The purpose of the ontology is to train incident response teams. By comparing past studies, the study presented eight super classes as well as the incident class properties. However, it lacks the definition of the concept of “event” despite being a basic part of ISO 27035 (Moreira et al., 2018).

An ontology representing cybernetic assets to model scenarios for simulating computer networks’ defence and increase their resilience was introduced by O’Sullivan and Turnbull (2015). Cyber Simulation Terrain (CST) and Cyber Effects Simulation Ontology (CESO) are the two divisions in the ontology. The former provides definitions of concepts like computers, network connectivity, users, software, vulnerabilities, and exploits. CESO helps in modelling the effects of a cyber-attack on systems within a complex network. However, according to Moreira et al. (2018), it lacks consideration for security events and temporal aspects. The Computer Security Incident Handling Ontology (CSIHO) in OWL format is an ontology meant to handle security incidents and is characterized by easy extension, integration with other models, facilitation of logical inferences and simplification of the knowledge transfer within a collaborative cyber defense context. CSIHO ontology helps in handling security incidents, defining and implementing the basic concepts of security events, and recording an incident’s temporal aspects (Moreira et al., 2018).

1. **Research Gap Analysis**

A notable challenge facing cyber incident response in the cloud is the dependence on traditional incident handling approaches. However, despite the possibility of adapting components of traditional handling mechanisms, it is pertinent to evaluate distinctive cloud features. SAN’s survey revealed that the absence of standards, training and tools are the biggest challenges in investigating cloud incidents (Henry et al., 2013). Depending on traditional incident handling frameworks to handle incidents in the cloud will be challenging since such frameworks have their demerits as shown in Table 2. The analysis carried out by Grobauer and Schreck (2010) regarding appropriate approaches and challenges for incident handling and response in the cloud considered five common steps: detection, analysis, containment, eradication and recovery, and preparation/continuous improvement. The study highlighted the challenge of security personnel’s limited knowledge regarding Cloud Service Provider’s (CSP) architecture. Ozer et al. (2020) added another step; cloud configuration to the traditional incident response plan towards increasing security personnel’s familiarity with the underlying technology of cloud computing and sharing current best practices.

Furthermore, cloud environments are characterised by distributive data across multiple systems or jurisdictions and usually multiple tenants. Data collection can be difficult when security teams lack full access to CSPs’ sources (Grobauer and Schreck, 2010; Ab Rahman et al., 2016b), possibly due to lack of direct points of contact with the CSP or are limited to standard support (Mogull et al., 2017). Privacy issues may also prevent disclosure of certain data (Grobauer and Schreck, 2010). Hengst (2020) in addition, noted that data collection is among the major challenges in cloud incident handling. That is, data collection to conduct proper incident handling is tasking due to the need for identification of possible data sources. Another challenge is the complexity involved in the consolidation of data from disparate structured, unstructured, and semi-structured sources. Since security-related data comes from different sources, how to streamline data becomes a remarkable challenge because of the need to integrate heterogeneous data streams. There is a need to standardize data to analyse such data effectively and accurately. Hence, the solution proposed in this study focuses on how to connect security-related data coming from across diverse heterogeneous sources with different data structures in the cloud through the cloud architecture and semantic technologies. Based on these, Table 2 summarises features from traditional security incident handling frameworks, including identification of their coverage for feature recommendations across the frameworks.

Table 2 – Features of traditional security incident handling frameworks

|  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- |
|  | **Features** | **TAL** | **CVE** | **NVD** | **CPE** | **CWE** | **CAPEC** | **ATT&CK** |
| **Enumeration** | Enables focus on attacker’s mindset | Yes | No | No | No | No | Yes | Yes |
| Defines attacker’s tactics | Yes | No | No | No | No | Yes | Yes |
| Defines attacker’s attributes | Yes | No | No | No | No | Yes | Yes |
| Describes attacker’s technique | No | No | No | No | No | No | Yes |
| Ensures information sharing | Yes | Yes | Yes | Yes | Yes | Yes | Yes |
| Identifies threat or vulnerability | No | Yes | Yes | Yes | Yes | Yes | No |
| Defines threat or vulnerability | No | Yes | Yes | Yes | Yes | Yes | No |
| Provides fix information | No | No | Yes | No | No | No | Yes |
| Provides severity of threat or vulnerability | No | No | Yes | Yes | Yes | Yes | No |
| Provides impact of threat or vulnerability | No | No | Yes | Yes | Yes | Yes | No |
| Provides mechanism of attack | No | No | No | No | No | Yes | No |
| Provides attack domain | No | No | No | No | No | Yes | Yes |
|  | **Features** | **TAL** | **CVE** | **NVD** | **CPE** | **CWE** | **CAPEC** | **ATT&CK** |
| **Scoring Systems** | Enables focus on attacker’s mindset | Yes | No | No | No | No | Yes | Yes |
| Defines attacker’s tactics | Yes | No | No | No | No | Yes | Yes |
| Defines attacker’s attributes | Yes | No | No | No | No | Yes | Yes |
| Describes attacker’s technique | No | No | No | No | No | No | Yes |
| Ensures information sharing | Yes | Yes | Yes | Yes | Yes | Yes | Yes |
| Identifies threat or vulnerability | No | Yes | Yes | Yes | Yes | Yes | No |
| Defines threat or vulnerability | No | Yes | Yes | Yes | Yes | Yes | No |
| Provides fix information | No | No | Yes | No | No | No | Yes |
| Provides severity of threat or vulnerability | No | No | Yes | Yes | Yes | Yes | No |
| Provides impact of threat or vulnerability | No | No | Yes | Yes | Yes | Yes | No |
| Provides mechanism of attack | No | No | No | No | No | Yes | No |
| Provides attack domain | No | No | No | No | No | Yes | Yes |
|  | **Features** | **TAL** | **CVE** | **NVD** | **CPE** | **CWE** | **CAPEC** | **ATT&CK** |
| **Sharing Standards** | Enables focus on attacker’s mindset | Yes | No | No | No | No | Yes | Yes |
| Defines attacker’s tactics | Yes | No | No | No | No | Yes | Yes |
| Defines attacker’s attributes | Yes | No | No | No | No | Yes | Yes |
| Describes attacker’s technique | No | No | No | No | No | No | Yes |
| Ensures information sharing | Yes | Yes | Yes | Yes | Yes | Yes | Yes |
| Identifies threat or vulnerability | No | Yes | Yes | Yes | Yes | Yes | No |
| Defines threat or vulnerability | No | Yes | Yes | Yes | Yes | Yes | No |
| Provides fix information | No | No | Yes | No | No | No | Yes |
| Provides severity of threat or vulnerability | No | No | Yes | Yes | Yes | Yes | No |
| Provides impact of threat or vulnerability | No | No | Yes | Yes | Yes | Yes | No |
| Provides mechanism of attack | No | No | No | No | No | Yes | No |
| Provides attack domain | No | No | No | No | No | Yes | Yes |
| **Table header acronyms’ meaning and references**TAL (Casey, 2017): Technology Alert ListCVE (MITRE Corporation, 2021a): Common Vulnerabilities and ExposuresNVD (US NVD, 2021): National Vulnerability DatabaseCPE (MITRE Corporation, 2021b): Common Platform EnumerationCWE (MITRE Corporation, 2021c): Common Weakness EnumerationCAPEC (MITRE Corporation, 2021d): Common Attack Pattern Enumeration and ClassificationATT & CK (MITRE Corporation, 2021e): Adversarial Tactics Techniques and Common Knowledge |

Hence, a cloud-native incident response or handling mechanism that also leverages semantic technologies can address these challenges as semantic data models facilitate automation for generating, consuming, and interpreting knowledge. The creation of standardized taxonomies which consider the characteristics of cloud computing systems and the security concerns in the cloud environments will facilitate integrations. Since ontologies can be reused and extended, the development of cloud-native semantic-based incident response ontology will offer flexibility required to add new concepts without regards to the multiple tenancy feature in the cloud. Cloud Service Provider’s (CSP) architecture can integrate such framework such that different tenants are involved. Semantic technologies are characterized by scalability, so they can handle the data collection issues, the need for identification of possible data sources and introduction of new data sources in the cloud. Ontologies are semantic data models for defining the types of entities within a domain and the properties useful in describing them.

**4.0 Design Methodology for Semantic Data Interconnectedness**

This section expatiates the principle of the proposed cloud architecture solution for cyber incident response. It describes how data is collected from different sources and the processes involved in achieving semantic data interconnectedness. Semantic interconnectedness for data in this context refers to an automated means of linking large amounts of data entities and data points based on a knowledge representation model such as an ontology. By leveraging other semantic technologies alongside ontologies, the automatically linked data exposes unknown relationships between diverse data entities. It also facilitates inferencing and reasoning from data beyond what is applicable with disparate data entities. Ontologies create relationships between entities and are used to represent and communicate facts and relationships (Aboubacar et al., 2020). Logs in each cloud service can be easily collected and made available universally. The adoption of knowledge graphs (KGs) further facilitates data collection, processing, and analysis within the cloud. Hence, in the case of a cloud-native incident response, a KG is generated from data by instantiating security concepts in the cloud as retrieved from a cloud-based ontology devoted to security issues and incident response. Construction of KGs is iterative as more data (structured data, semi-structured data as well as unstructured data) are updated. This can eliminate the problem of limited knowledge of information suffered by some security personnel, as they will no longer need to wait for the CSP to provide information. Figure 1 shows the architecture of the proposed solution, and it consists of heterogeneous data sources and Amazon services involved.



Figure 1 – Cloud Architecture with Semantic Data Interconnectedness for Cyber Incident Response

The major step towards cloud-native incident response involves factoring IR requirements into the development of any cloud environment to ensure the automation of incident response in an orchestrated manner. When deploying cloud services, the most important sections to be considered include governance, which is responsible for regulation and compliance, visibility across various systems, and the cloud allocating roles to various stakeholders within an organization to be responsible for incident response plans. Infusing incident response requirements in the planning of a cloud environment requires a lot of security planning and execution; seeing as the successful implementation of this plan will save cloud service providers a lot of money and help in preserving reputation. Controlled access, scanning of uploaded data, multiple verifications, and verification of IP addresses are all important to the cloud-native approach in this cloud security proposal. The creation of a cloud environment will see the implementation of all these entities in the development process; concerning controlled access, employees, customers, and organization executives will have specified access to data and at no point will a party in the organization or outside of the organization have access to data uploaded by the customer. However, the nature of the data being uploaded by the customer to the cloud platform will be scanned for malicious entities before permission is granted to upload such data on the cloud platform given the possibility of cyber actors exploring means to attack the cloud service provider.

The cloud environment will also take note of the original IP address used by the customer to open a cloud account on the platform to efficiently identify the change in IP address of data upload which could signify that the customer's cloud account has been hijacked; in cases like these, more verification will be required to be certain of no malicious practices. Multiple verification is possible in case of account hijacking because customers will be required to provide more than one means of identification and the answer to a secret question which will be asked when the cloud network notices any form of unusual activity as they may be an indication of cyberattacks being attempted. Compared to the traditional response to cloud incidents, the native approach prevents cyber threats before they get to infiltrate and cause damage to the cloud service; hence, security protocols and mechanisms are considered when creating the cloud environment. These protocols will be triggered and actions that ensure security come alive automatically; what distinguishes native-cloud response to incidents from the traditional response is ‘time-conscious automation’. Based on the sample dataset utilised, the graph model, represented in Figure 2 comprises of the following:

* Event: This node is taken from Event object within the sample dataset utilised. The properties for this node are id, date, info.
* EventType: There are nodes from this node, they are Report and Malware, this two are extracted from the XML file names.
* Item: Event objects in the XML file has attribute names as Item, these nodes are generated from the attribute of each event object, Item nodes have properties as comment, value, id
* ItemCategory: These nodes are generated from the category of each Item in the XML file
* ItemType: These nodes are generated from type of each Item in the XML file
* Relations, which include:
	+ isA: from node event to node EventType
	+ hasItem: from node event to node Item
	+ hasType: from node item to node itemType
	+ hasCategory: from node item to node itemCategory



Figure 2 – Semantic graph model generated from the CTI dataset

**4.1 Proof-of-Concept Implementation**

For the proof-of-concept implementation, we design and develop a cloud architecture that provides dynamic scalability and high availability, among several other features of AWS well-architected framework to facilitate semantic data interconnectedness for cyber threat intelligence. The architecture also leverages Neo4j semantic graph database to store the graph model and processed data in graph format. To generate the proposed graph database, we need to take each XML file from the sample dataset and process it, extract nodes and relations and finally generate csv files by the way they will be used to generate graph database. For these purposes we have a python script. The XML files are stored into a folder for example, CTI dataset. These are transferred to the Neo4j import folder on running compute instances. A connection to a compute instance is established, followed by stopping neo4j service and moving the folders transactions and databases into a backup folder. Upon completion of data importing and processing, the neo4j service is started. For the design and implementation workflow, data from different sources gets streamed into an s3 bucket. Uploading data such as documents, videos, and pictures to S3 requires the creation of an S3 bucket in one of the AWS Regions. These data are uploaded to the cloud via the command line interface. Other options available are through a graphical user interface or data pipelines, with total upload time being dependent on the data size. This gives room to upload any number of objects to the bucket. To implement this, s3 offers APIs for the management of buckets and objects. Uploading of data into buckets is carried out when S3 APIs to send requests to S3. Immediately new data enters the s3 bucket, a pre-configured CloudWatch Event triggers a Lambda function. The CloudWatch Event provides an almost real-time stream of system events describing changes in AWS resources. It can match events and routing them to one or more target functions or streams. CloudWatch Event responds to changes in operations by sending messages that activate functions, make changes, and capture state information. For this deployment, the Lambda function is the target of the CloudWatch Event. When a Lambda function is triggered, it processes the data within an event (a JSON-formatted document), eventually invoking an ETL script. The configuration of the Lambda function could include connections to subnets and security groups in a virtual private cloud. Private resources are accessed by connecting Lambda functions to private subnets and there are inbound and outbound rules for security groups. When a function is connected to a public subnet, no internet access or a public IP address is provided. Network address translation (NAT) is used if the function needs internet access. Connecting a function to a virtual private cloud prompts lambda’s creation of an elastic network interface for each subnet within the virtual cloud environment. Figure 3 illustrates the data workflow from multiple raw datasets to a cloud-native semantic graph database.



Figure 3 – Data workflow from raw datasets to a cloud-native semantic graph database

For the data transformation, an ETL (Extract, Transform and Load) script to extract data from the sources, transform, and load them into targets is executed. In this instance, the ETL script reads data into Neo4j graph database on a compute instance within the auto-scaling group. Neo4j graph database is responsible for efficient implementation of the property graph model down to the storage level. The database stores data as it is on the whiteboard and utilizes pointers for navigating and traversing the graph. The auto-scaling group consists of compute instances existing as a logical grouping to achieve automatic scaling and management. The auto scaling features include scaling policies and check replacements, ensuring the maintenance of pre-defined number of compute instances and enabling dynamic launching of additional instances when necessary. Scaling ensures that the desired number of instances is running even if an instance fails and enables automatic increase or decrease in the number based on changes in demand. Hence, the graph database is elastic based on real-time traffic and computing resources utilisation. Over time, redundant data is deleted from the graph dataset using “delete” cypher query statements. In addition, the compute instance(s) provides an endpoint (web interface) for the Neo4J graph database such that users can use the Cypher query language to query the database for different purposes. Attaching a load balancer target group to an auto-scaling group implies any instance attached is registered with the load balancer. In cases where a load balancer target group is attached to an auto-scaling group, both the load balancer and the instance need to be within same virtual private cloud. The load balancing fosters automatic distribution of incoming application traffic across all running compute instances. It achieves the management of incoming requests through optimal routing of traffic to prevent any instance from being overwhelmed. Furthermore, it monitors registered targets’ health and ensures that only healthy targets receive traffic. The load balancer functions by receiving requests, evaluating listener rules in priority order towards determining applicable rules, and selecting a target from the target group to respond to the request. The application traffic’s content can serve as basis for configuring listener rules to route requests to different target groups. One of the merits of using an application load balancer rather than a classic one is the possibility of registering lambda functions as targets. Hence, an application load balancer is applicable to the current solution. The availability zones contain registered targets which the load balancer routes requests to when enabled. Overall, the main goals for adopting a cloud platform are based on other features such as high level of availability, scalability, rapid provisioning, agility, and high processing power available on demand.

**4.2 Implementation Evaluation**

To evaluate the implementation, sample cypher queries are run against the Neo4j graph database, based on the graph model developed and illustrated in Figure 2. To see graph model prototype of the database, the following cypher query is executed:

match (a:EVENTTYPE),(b:EVENT),(c:ITEM),(d:ITEMTYPE),(e:ITEMCATEGORY)

match (a)<-[r1]-(b)-[r2]->(c)

match (c)-[r3]->(d)

match (c)-[r4]->(e)

where id (c)=50 return a,b,c,d,e limit 1

Additionally, to retrieve the number of items by its type, we run the following cypher query, with the result set presented in Figure 4: match (a:ITEM)-[:hasType]->(b:ITEMTYPE) return distinct b.itemType,count(\*)



Figure 4 – Result set for sample cypher query to return number of items by category

Also, to retrieve the number of events that occurred in a specific year, for instance 2012 by item type, we run the following cypher command, as illustrated in Figure 5: match (c:EVENT)-[:hasItem]->(a:ITEM)-[:hasType]->(b:ITEMTYPE) where tostring(c.eventDate)>"2012-01-01T00:00:00" and tostring(c.eventDate)<"2013-01-01T00:00:00" return distinct b.itemType,count(\*)



Figure 5 – Result set for sample cypher query to return number of logged events per type

In addition, result sets can be retrieved for specific event types. The number of malware events by category as it occurred in a specific year (for example, 2012) is retrieved by running the following command, as shown in Figure 6: match (d:EVENTTYPE {etName:'Malware'})<-[:IS\_A]-(c:EVENT)-[:hasItem]->(a:ITEM)-[:hasCategory]->(b:ITEMCATEGORY) where tostring(c.eventDate)>"2012-01-01T00:00:00" and tostring(c.eventDate)<"2013-01-01T00:00:00" return distinct b.itemCat,count(\*)



Figure 6 – Result set for sample cypher query to return number of diverse malware events within a year.

**6.0 Conclusion**

The graph model prototype of the database was displayed when the query was run. Other queries also ran successfully, and it shows that it is possible to retrieve information such as number of items by its type, number of events which occurred in a particular year by item type, as well as number of malware events that occurred in a specific year by category. The proof-of-concept implementation alongside evaluation of its usability demonstrates how semantic technologies running on a cloud-native architecture for cyber incident response can facilitate data interconnectedness and foster timely and appropriate response for cyber incidents. With more rich-content data, the capabilities become even more evident, as it provides more basis for a very robust graph model and relationships between diverse data elements. Hence, in this paper, we were able to establish that adoption of traditional security approaches within a cloud environment is challenging as they do not consider the features of cloud technologies and services. Therefore, it was necessary to design and develop cloud-native solutions. Likewise, we have established that adoption of semantic technologies for cloud-native security solutions in cyber threat intelligence is faced by the challenge of semantic data interconnectedness. These two challenges have been addressed in this study by developing a solution on AWS cloud, with built-in features that natively leverages cloud capabilities such as dynamic scaling of resources, across multiple availability or geographic zones. Evaluation of the proof-of-concept implementation also shows the possibility of connecting multiple data sources to retrieve a variety of information and infer more knowledge from data in the cloud towards enhanced cyber threat intelligence.
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