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Abstract

The capacity of wireless networks are increasingly chgkehby the traffic stresses generated by data-intensive
applications. Multicast is a bandwidth-efficient solutimnsimultaneously disseminate data to multiple receiMers.
this paper, we present NCOM, a network coding based overlalficast design, that integrates Network Coding
(NC), Opportunistic Routing (OR), and cross-layer link eghling to achieve high efficiency and reliability multi-
hop wireless multicast. In NCOM, the source and receiveescannected by an overlay Steiner tree optimized
for the minimum OR distance between nodes. With NC, codedgiacare opportunistically transmitted along
overlay links. The transmissions of adjacent nodes in therlay multicast are coordinated by a novel multicast
acknowledgement and cross-layer MAC scheduling. We impl@nNCOM in OPNET by customizing the IEEE
802.11b modules. Through OPNET simulations, we demomstrat NCOM can achieve a higher throughput and
lower source transmission redundancy than the existing NC @R based wireless multicast designs. We also
analyze the advantages of NCOM over Pacifier in differense study. NCOM can be easily deployed for efficient

and reliable multicast in multi-hop wireless networks.

. INTRODUCTION

The increasing popularity of wireless devices and new egghlpplications makes it important to deliver multicast
services efficiently over multi-hop wireless networks. dtviell-known that the general minimum-cost multicast
routing problem is NP-hard. Wireless multicast additibnabs to deal with lossy packet transmissions on volatile
wireless links. Recent research advances Network Codii),(®pportunistic Routing (OR), and optimal cross-
layer scheduling present new opportunities to achieve Bbifjbiency in wireless multicast. With NC [1], packets
are mixed at the source node as well as relay nodes. A recedwedecode the original packets upon receiving
enough number of independent coded packets. NC has beeteddopimprove the efficiency of multicast in
wireline networks [2] and multihop wireless networks [3}],[[5]. OR [6] exploits the broadcast nature of wireless

transmission and opportunistic packet receptions to fgmitly reduce the number of transmissions necessary to
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deliver a packet. It was theoretically shown that the nekvwoapacity can be achieved through cross-layer operations
involving source rate control, network routing, and linkheduling, for both unicast flows [7], [8], [9], [10], [11]
and multicast flows [12], [13], [14].

Some limited efforts have been made to integrate NC and ORireless multicast. In MORE [3], a source
node firstly calculates for each receiver the OR forwardérase the expected number of transmissions of each
forwarder based on the link ETX metric [15]. Then the forweardets for multiple receivers are merged and the
transmission credits of each forwarder are updated. How#ve merge of forwarder sets for different receivers is
not necessarily efficient. As a result, MORE incurs high deaasmission redundancy on source and relay nodes
in multicast. A more recent work of adopting NC and OR in wessd multicast is Pacifier [4]. The source first
calculates the shortest path tree to reach all receiveedbas the link ETX metric. To exploit the OR gain, a node
not only receives packets from its ancestor nodes, but @smeerhear packets from its sibling nodes. In Pacifier,
the construction of multicast tree does not explicitly téki® account the opportunistic packet reception between
sibling nodes. The constructed tree is therefore sub-gbtimder OR. In their experiments, Pacifier increases the
average throughput over MORE h§1%. However, it still suffers very high source redundancy. iflegperiments
showed that for Pacifier, the source transmits on average th&s the original data size while in MORE the
source transmits on average 17 times the data size.

In this paper, we adopt a different approach, Network Codiaged Overlay Multicast (NCOM), that efficiently
integrates NC, OR and cross-layer scheduling in wireledsicast. In NCOM, a source is connected to its receivers
by anoverlay Steiner treeAt the overlay level, packets are multicast to all recesvaiong the Steiner tree. In the
underlying wireless network, packet transmission on eaarlay link is realized by a multi-hop NC-based OR

transmission. The unique features of NCOM is summarizedhadallowing:

« Different from MORE and Pacifier, the multicast topology o€8M explicitly takes into account the cost of
OR transmissions between nodes. It can more effectivelgenttre OR relay paths to different receivers and
maximally reduce the number of transmissions required foltioast.

« MORE and Pacifier calculate the expected number of trangmsdor each forwarders based on periodic
link state measurement. This leads to significant perfoo@dass in dynamic wireless environment. NCOM
employs a cumulative coded acknowledgement scheme custdifar multicast to coordinate the transmissions
of forwarders. It automatically adapts the number of traissians of each forwarder to the actual packet losses.
It also enables opportunistic packet reception cross adfamverlay links.

« In NCOM, the medium access of conflicting transmissions igyated by the “multicast information gain”
of each transmission. Transmissions beneficial for moreivers are given higher priority. It allows NCOM
efficiently schedule wireless links to achieve high muliidhroughput. It also naturally generates back-pressure

to control the transmission redundancy of the forwardecsthe source.
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We implement NCOM in OPNET by customizing the IEEE 802.11bdoles. Through OPNET simulations, we
demonstrate that NCOM can achieve a higher throughput amdrigource transmission redundancy than the
existing NC and OR based wireless multicast designs.

The rest of the paper is organized as follows. We briefly rg\vfee related work in Section Il. The NCOM scheme
is presented in Section Ill. The NCOM protocol design andléngentation in OPNET is presented in Section IV.
The performance of NCOM is evaluated through OPNET simutetiin Section V. The paper is concluded in
Sections VI, VII.

[I. RELATED WORK

The original Opportunistic Routing algorithm, called Ex@Rs first proposed by S. Biswas and R. Morris in [6].
Instead of pre-selecting a multi-hop path, EXOR exploitstihoadcast nature of wireless transmission and employs
a dynamic sequence of forwarders to deliver a packet to issirgdion. In [16], the authors introduced a robust
distributed opportunistic routing scheme base on ETX mdftrat can find the optimal OR path from a source
to a receiver. Authors of [17] conducted a systematic peréarce evaluation of OR by taking into account node
densities, channel qualities and traffic rates to identiey¢ases when OR makes sense. The work in [18] proposed a
method to calculate the maximum throughput between two edésiwith OR in ad-hoc networks. The recent work
from [19] studies the capacity of hybrid wireless networksler OR, which exploits high speed data transmissions
in infrastructure network through base stations to imprineerouting performance. In [20],the authors introduced
CodeOR protocol, which deploys network coding by transngta window of multiple segments concurrently in
opportunistic routing to improve throughput. The work il]roposed the SlideOR protocol in which the source
node uses a moving sliding window to determine the set of giacto transmit without segmentation. This new
network coding technique together with OR is proved to haighdr performance, and is simpler to implement
than the previous OR works. The most recent work on unicasisgJR2], which deploys piggyback ACKs inside
each data packet to coordinate transmissions on forwartiogs. The CCACK protocol incurs less transmission

redundancy and can achieve higher throughput than MORE [3].

[1l. NCOM DESIGN

In this section, we present the NCOM design. We start withnaiwork assumptions and an architecture overview
of NCOM. We then present three major design components of MOOR-based overlay multicast tree, NC-based

OR transmission along overlay links, and cross-layer liokesiuling.

A. Network Model and NCOM Overview

We consider a network oWV static wireless nodes, including one source nSda set of K < N receiversk =
{R1,Rs,...,Rik}, andN — K — 1 relay nodes. All nodes are equipped with radio interfaces@m communicate

with neighbor nodes within their effective radio transriossranges. Wireless links between neighbor nodes are not
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reliable. The success probability of packet transmissioradink is given by the Packet Reception Ratio (PRR).
The PRRp;; of link (i, j) theoretically depends on the distance between nodesl j, node density and traffic
around: and j, and the MAC scheduling scheme. As commonly assumed [28kgbdosses on different links

are independent. At a high level, NCOM is an overlay multichieme developed for wireless networks. Overlay

Fig. 1. Conceptual View of NCOM.

networks have been widely employed to deliver multicastises on the Internet [24], [25]. Overlay multicast does
not require native network multicast support, and can béyedsployed based on unicast primitives. In NCOM,
given PRR on wireless links, an overlay Steiner tree is fs&tladished to connect the source with all receivers. The
overlay tree serves as a virtual multicast backbone. At tleglay level, packets are multicast to all receivers along
the overlay tree. Neighbors in the overlay tree are not rsecég neighbors in the underlying wireless network.
Packet transmissions on each overlay link are realized Hyi-map NC-based OR transmissions in the underlying
wireless network.

Figure 1 illustrates an example of NCOM overlay tree with coerceS and two receivers?;, Ry, and one
overlay Steiner nod&'. The thick arrows are the overlay links. The rest of nodesenfigure are OR forwarders
on overlay links. The thin arrows are the potential NC-ba®&dtransmissions in the underlying wireless network

along overlay links.

B. OR-based Overlay Multicast Tree

The overlay tree is constructed to minimize the number of @Rsmissions to disseminate data to all receivers.
1) Unicast OR Distance between Nodé&siven a wireless network, the length of a unicast OR path frmde
1 to nodej is the expected number of packet transmissions to send &pfokn : to j along the OR path. It is a
function of the PRR on all links. The OR distance fréro j is defined as the length of the shortest OR path from
i to j. In the recent work from Laufer et al. [26], they proposed 8teortest Anypath First (SAF) and Shortest
Multi-rate Anypath First (SMAF) algorithms to calculateetloptimal OR paths from every node in a network to
one receiver with single and multiple transmission ratdsese schemes were shown to have the same complexity

of Dijkstra’s shortest path algorithm.



Algorithm 1 Minimum Steiner Tree Algorithm
1. X<Y

22 C=MST(X)

3: repeat

4 Xiemp = X

5  F =00

6: forieV\X do

7: Cremp = MST(X U 1)

8: if Ciemp < C then
o: C = Ciemp

10: =1

11 end if

12:  end for

13:  if i* # oo then
14: X<=XUi*
15:  end if

16: until (X # Xyemp)

2) Minimum Steiner Tree algorithmiWe assume the wireless network is connected and any paird#sncan
reach each other using unicast OR. Giygnon all links, every nodé calculates the shortest OR distancg to
any other nodg based on the SAF algorithm developed in [26]. We constructllg €Eonnected overlay network
G° = (V, E°), with V' consisting of all nodes in the network aft = V' x V. The cost of the virtual link between
i andj is the OR distancé,;; in the underlying wireless network. In the overlay graph,aeastruct the minimum
Steiner tree connecting the source nétleith the set of receiver®. The most popular algorithm to construct the
minimum Steiner tree was proposed by Dreyfus and Wagner23¢d on dynamic programming. The complexity
of the algorithm isO*(3%), where k is the number of terminal nodes to be connected. Mewthe dynamic nature
of wireless ad-hoc networks requires a simpler minimumrgtetree algorithm. In the following, we propose a
simple heuristic algorithm to calculate a Steiner tree for purpose.

Let Y = S UTR be the set of terminal nodes. The other nodes on the treedcatiner nodes. The idea for
the heuristic algorithm is to first construct the Minimum 8pig Tree among all terminal nodes, then grow the
spanning tree into a Steiner tree by incorporating Steireetea step by step. At each step, the algorithm will
find a nodei*, that when added to the tree could maximize the reductiomeftotal cost of the current tree. In
Algorithm 1, SetX stands for the set of nodes that have been admitted into #ieeBtree. MSTX) is the cost

of the Minimum Spanning Tree of the s&t. The fastest minimum spanning tree algorithm to date cacutzte
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MST(X) in close to linear time [28]. Variabl€' stores the cost of the minimum Steiner tree. The algorithm

completes when the cost could not be further reduced. Thisidtie algorithm takeg)(V2E) time to complete.

C. NC-based OR Transmissions along Overlay Links

With the established overlay Steiner tree, packets aresrméted along the overlay links to reach all receivers.
With OR, nodes located around overlay links can serve asidatedrelay nodes to forward packets from one
overlay node to its downstream node in the overlay tree. Taresmission along an overlay link, j) can simply
be implemented as an unicast OR flow, similar to [3] and [22]thie underlying wireless network, withbe the
unicast source angl be the unicast destination. For example in Figure5 lestablishes one unicast OR flow and
sends packets to the Steiner nddel” could establish two separate OR unicast flows, one for oyéirl (7', R;),
the other for(7, R2). However, such a design does not fully exploit the broadoatire of wireless transmission
and the opportunistic packet reception cross adjacentaywénks. In the example of Figure 1, due to its unique
location, nodeB is T's candidate forwarder to both receivels and R,. After one transmission fronT’, if B
receives an innovative packet, it can potentially broatlttas packet simultaneously t&; and R». In the best
case, only two transmissions are neededZfdio send a packet t&; and R,. For comparison, ifl" employs two
separate unicast OR flows, at least four transmissions, tweach overlay link, are needed. In NCOM, we design
NC-based OR Transmissions along overlay links to maximtalke the OR gain.

1) Candidate Receiver Seln unicast OR, each node finds nodes with shorter distandée tonicast destination
as its candidate forwarders. In the overlay tree of NCOMheaa®rlay node (except for the multicast soujes a
potential receiver of OR transmissions. Consequently,derman be chosen as a forwarder for multiple receivers on
adjacent overlay links. Algorithm 2 - “Candidate Receivet 8lgorithm” is used to calculate the set of candidate
receiversD; towards which node should forward innovative packets that it received fromufsstream nodes
along the overlay links. In Algorithm 25 and D is an overlay sender-receiver pair on the overlay ljsk D).

The variables)/;; are used to mark if node already get nodg in its Candidate Receiver Set (CRE)JFSY is

the Candidate Forwarding Set of nofSeowards receiveD. It includes every node that is located in the effective
radio range of nodé, and has a smaller OR distanceffothan S. V' is the set of nodes in the networky, . ..
is the set of overlay links of the overlay Steiner tree. In ¢tiom: CRSA(S,D)every node that potentially join the
OR routing path fromS to D will add D to its CRSD;. Algorithm 2 scans all overlay links in the overlay Steiner
tree and gradually adds candidate receiver nodes to theTG;R$ every node.. When Algorithm 2 finishes, every
node will find its CRS. We leL; = |D;| be the size of nodés CRS.

2) Multicast Cumulative Coded Acknowledgments - MCCA@e challenge of OR is how to coordinate
transmissions of forwarders to guarantee reliable dataedglwithout incur high data redundancy. Specifically, a
forwarder needs to determine which received packets itldhfooward, and at what rate. By employing NC [22],

[3], [4], the coordination between forwarders can be sigaiiily simplified. With NC, packets are randomly mixed



Algorithm 2 Candidate Receiver Set Algorithm
1: Function: CRSA(S,D)

2. Ds<= D

3 Msp «— TRUFE

4: for i € CFSY do

5. if M;p = FALSE then
6.  CRSA(i,D)

7. endif
8: end for

9: end Function

10: Main Program:

11: My; «+ FALSE VYi,jeV
122D, <=0 VieV

13: for (i,7) € E; e, dO

14:  CRSA(i,))

15: end for

16: end Main Program

at the source and forwarders. Both MORE and Pacifier compftlireothe number of expected transmissions for
each forwarder using heuristic based on periodic measureofidink loss rate. Then innovative coded packets are
transmitted by forwarders at the pre-computed rate. Unfiatiely, such an “open-loop” design leads to significant
performance loss if the link measurement is not accuratb@tink losses are dynamic.

In [22], Koutsonikolas et al. proposed to use Cumulative &bécknowledgments (CCACK) between forwarders
to coordinate forwarder transmissions. In CCACK, a nodegyligcks a specially designed ACK vector in its data
packets to inform its upstream nodes the received codecemdkased on such packet reception feedback, upstream
nodes make a decision on whether temporarily or permanstajysending coded packets. The “close-loop” design
of CCACK makes it robust against dynamic packet losses. $tst@wn in [22] that CCACK can significantly reduce
source redundancy and achieve high throughput gain. CCAC#esigned for unicast. In NCOM, we customize
CCACK to fully take advantage of OR in the multicast case.

We start with a brief introduction of CCACK. In CCACK, everpde maintains three different queue structures
in order to estimate how many innovative coded packets timaida could provide for its downstream nodes. When
a node has zero innovative coded packet for its downstreatesiat will temporarily stop sending until it get
new innovative packets from its upstream nodes. On a pdeeueB, stores only innovative coded packets that

1 received from its upstream node. QueHg stores the coefficient vectors of the coded packets (no reede t
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innovative) successfully received hyfrom its upstream nodes. Queug, stores the coefficient vectors of the
packets that sends out. When it is the turn ferto send out a data packet, it generates a coded packet through
a random linear combination of packets in its qudBe and sends it out. Since the packet will be overheard
by i's upstream nodeg, also piggyback a ACK vector to inform its upstream nodes &lloe coded packets in

its queueB,. To improve the efficiency of the ACK and reduce the headeg,sizloes not directly piggyback

the coefficient vector of each packet in its queldg Instead, only one special ACK vectéris generated and
transmitted 2’ is orthogonal to a matrixA created from a group of vectotsin i's queueB,, and M hash matrices
{H(i), 1 < k < M} unique to node. When an upstream node gfsayj, receives the ACK vector piggybacked

in a data packet sent out from it can detect which vectors in it®8, and B,, queues have been received by
Specifically, on nodg, if Equation 1 is satisfied, it is inferred that the coded maakith coding vector: has been

received by:.

ux HY 5 #7 = 0,u € B,U By, ¥k = 1,..., M, (1)

The coding vector then is marked a#/ by nodej. If the rank of marked vectors iB, U B,, is equal to the rank
of B, 7 will stop transmitting coded packet. That is because thdre@s node detects that it temporarily does
not have any innovative packet beneficial for its downstremues. More details about CCACK can be found in
[22]

CCACK only works with single unicast destination. To cusibenCCACK for overlay multicast, one has to
deal with the case that a forwarder might be responsible dowdrding coded packets to multiple receivers. In
MCCACK, every node; maintains three different queue structures similar to CERAC

B, stores innovative coded packets for every wireless nodée Mt “innovative” is the only criterion for a
packet to be stored iB,. The packet could come from any node arodndo mater it is a upstream or downstream
node ofi. Even if ¢ overheard an innovative packet for a receikeirom one of its downstream node towarkls
1 still puts that packet into its queug,. Because this packet might be innovative far candidate receivers other
than k. This is different from CCACK where3, only store the innovative coded packets coming from upstrea
nodes toward the receiver.

B, stores the coefficient vectors of the coded packets recdiyedfirom its upstream nodes. For each receiver
k in the CRSD;, i has one separate quei. Wheni gets a packet from an upstream node towards recéiver
it will store the coefficient vector of that packet . For a received packet,might update multiple queue’
if the upstream node hasas forwarder for multiple receivers. (In Figure 1, NoBeupdatesB and B upon
receiving an innovative packet froffi).

B,, stores the coefficient vectors of packets sent out by rio#®r each receivek in the CRSD;, i has one
separate queuB’. However, everytimeé send out a packet, it always add the coefficient vector of plaaket in

every queueB’, vk in the CRSD;. We need different queuds” because they help to clarify for each receiker



€ CRSD;, how many innovative packetscould still supply forC'FS~.

Node i generates one separate ACK vector for each candidate eedeiz D; to inform its upstream nodes
about the packets inside 8" queues. Node applies CCACK’s ACK generation algorithm to thHe® queue to
generate the ACK vector for receivér Each time node transmits a data packet, it piggybacks= |D;| ACK
vectors. (,; in practice is small, normally 3 or less). On an upstream naidé say j, upon receiving’'s ACK
vector towards receivek, it applies CCACK'’s vector detection algorithm to identdyd mark the received coding
vectors inBY U BE. j does the same operation for ACK feedback received from aitso€andidate forwarders

towardsk. On nodej, let BY be the set of vectors ifs* U BY marked as H. Call:

¢ = dim(B,) — dim(Bj;) )

In Equation 2,q;? is the difference between the number of innovative packet®de; and the aggregate number
of innovative packets available on nodes in its Candidatev&iaing Set toward receivér- CFS]’?. IF qf < 0, node
j does not have any innovative packet for his candidate faterartowardst, it should suspend the transmission
towardsk. Therefore, whenever it is the turn fgrto send out one data packet, it only transmits towards receiv
k € D; such thatqj‘? > 0 and dim(B%) < N. If no such receivers existg, just keep silent and wait for new
innovative packets from upstream nodes.

For every receiver, it broadcasts a ACK packet to its upstreades whenever received a code data packet sent
to it, no mater if that packet is innovative or not. The ACK bets sent out without data payload since it sent from

receiver nodes. This is necessary to inform its upstreanes@dether they should temporarily stop transmitting.

D. Cross-layer Link Scheduling

MCCACK provides feedback for nodes to determine when theyikhstop transmitting packets for a given batch,
but it does not say anything about how fast nodes shouldrrarsefore they stop. In MORE [3], Pacifier [4], a
downstream node is triggered to transmit coded packets ¢gptions from upstream nodes. The sending rate of
a node is controlled by the pre-computed transmission trébde CCACK protocol [22] also uses a simple credit
scheme, which is oblivious to loss rates but aware of thetemxig of other flows in the neighborhood. All the
above schemes assume a given link level scheduling, sudteasdndard IEEER02.11 MAC, do not have direct
control on the wireless channel access.

It has been theoretically shown that the network capacityb@aachieved through cross-layer operations involving
source rate control, network routing, and link schedulifg [8], [9], [11], [10]. In a pioneer work [29] for wireless
unicast, the Maximum Weight Matching (MWM) type of wireldgg scheduling is proved to be throughput-optimal.
In MWM, each wireless link is weighted by the queue backldéedénce between the link transmitter and receiver.
The optimal link schedule can be obtained by solving a marimeight matching problem. This work has recently

been extended to study the optimal cross-layer schedutingnfilticast flows with network coding and broadcast
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wireless links [12], [13], [14]. It was theoretically shovtinat a broadcast link can be weighted by the summation
of the “information gain” towards all multicast receiveas)d the throughput-optimal cross-layer scheduling can be
obtained by solving a Maximum Information Weight Matchingl{VM) problem [14]. However, it is NP-Hard to
exactly solve the MIWM problem.

Motivated by the MIWM multicast link scheduling, we desigrsiaple cross-layer link scheduling scheme for
NCOM to control the wireless channel access for high wielasilticast efficiency. We first quantify the potential

number of innovative packetg, that a node could provide for itsC'F'S¥ toward receivet::
¢ = dim(B,) — dim(B;) 3)
Then the “information gain” of nodé toward receivelk is modeled as:

AOF — k_ k14 4
Q; jerg%f[qz q;] 4)

The “information gain” of node towards all potential receivers is:

AQ; =Y AQY (5)
keD;

In Equation 3,dim(B,) is the number of innovative packets in queBg of nodei. dim(B%) is the number
of innovative packets marked as H in the qud&% towards receivek € D;. So ¢F is the potential number of
innovative packets that nodecould provide for itsC' F'S* toward receivet:.

In Equation 4 AQ¥ is the biggest information queue length difference betwesste: and every nodg € C'F'S¥.

It mean the “information gain” of nodétoward receivek. Equation 5 is the summation of all “information gain”
of nodei toward every receiver in its Candidate Receiver Bet AQ; could be deployed as the weight of the
broadcast link of node in MIWM problem.

Following the spirit of MIWM type of cross-layer schedulingodesi with higher value ofAQ); will have higher
probability to access the channel. NCOM employs a CSMA/Cpetpf distributed MAC layer design. On each
node, we use its information gaik() to regulate the packet delay tiniein CSMA/CA. We setz = G + G4 such
that, G; = F(AQ), G2 = Random(0, ame,). F(-) is a decreasing function such that nodes with larger inftiona
gain AQ have higher priority in accessing the chanr@)}. is used to keep the randomness(oto desynchronize
the collision avoidance on competing nodes. We will elateothe implementation of the proposed link scheduling

in the following section.

IV. NCOM OPNET IMPLEMENTATION

A. Simulation Setup

To test the performance of NCOM, we implement the NCOM protdc OPNET Modeler Version 14.0 by

customizing the IEEE 802.11b wireless local area netwamkukition modules. We inherited the implementation
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of the physical layer and the data link layer of the IEEE 8@B.from the OPNET standard library. NCOM is
implemented by customizing the application layer, netwasier and MAC layer of IEEE 802.11b.

The same as MORE [3] and Pacifier [4], node could deploy thesb@p progress to measure the average
packet loss rates on wireless links. That values will be #abdll over the network. Every node will deploy the
simple Algorithm 1 to calculate the overlay Steiner tree étgbrithm 2 to find out if it could involve in the OR
transmission progress. Nodes will self-calculate theindi@ate Receiver Set and Candidate Forwarding Set toward
each of their candidate receiver node. After the initial raye Steiner tree construction, an overlay node knows
its parent and children in the overlay tree. Whenever a nedeives a packet from its parent, it will forward the
packet to its overlay children using multicast OR. When aensends a coded packet to its downstream nodes in
the overlay Steiner tree, we temporarily refer the node asénder and the downstream nodes as the receivers for
this multicast OR. Similar to MORE and Pacifier, we implemsntlticast OR with network coding. Specifically,
the original data file is divided into batches of eight paskéft the sender is the source node, coded packets are
generated by random linear combination of the original gatzkets. If the sender is a forwarder node in the overlay
tree, coded packets are generated by random linear conairatinnovative coded packets it received and stored
in queueB,. All coded packets are generated from the packets in the &mtch. Receivers can decode a batch
of original packets upon receiving eight independent cqakeckets from the same batch.

The sender knows the receivers’ MAC addresses and the OBndest from its neighbors to the receivers. It
constructs the candidate forwarding sets (CFS)s congisfimeighbors that have shorter OR distances toward the
receivers than itself. The MAC addresses of forwarders is<toward each receiver are embedded in the header
of the packet sent out.

As described in Section IlI-D, to help MAC layer determind® tcontention windows size for a packet
transmission, the application layer calculat®¢) and embeds this information in the packet header. The ACK
vectors towards each receiver is also calculated and embdddhe header at application layer. Whenever sending
out a data packet, a node always piggyback every ACK vecteartts each receiver in its CRS.

In our experiment, multicast OR will be deployed on top of EED2.11b Wireless LAN Standard. At MAC
layer, packet send out in broadcast mode. The CSMA/CA méstmawith disabled option of CTS/RTS will be
deployed. To avoid the collision, during the duration thagdinm is idle, node waits for a random number of
timeslots in the range from 0 to the Contention WindaWii() before attempting to assess a chana8l is the
contention window length, defining the number of timesltiatta channel needs to be idle before a transmission
can take place. This value is initialized before each trassion attempt. Th&'WW counter will be on hold when
the channel is assessed to be busy and resume to count whametheturn to idle . Nodes with higher value of
AQ will have smaller value of contention window siz&V .

For NCOM implementation without crosslayer scheduling, standard initial value of'WW = 31 timeslots. The
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duration of a slottime is 2@s. With crosslayer scheduling, the initial value @i/ will be dynamically changed

based on the value ak() as described in Section IlI-D. With each node

CW = {Agé)z-‘ (6)

On the receiving side, whenever a node receives a packetNtA@ layer, it analyzes the header to see whether
the packet contains piggybacked MCCACK vectors or coded.dat the application layer, it then process the
coded data or the MCCACK vectors to update queBgs BX and setBI’?I for every receiverk in its CRS. It
also updates the value &@Q. If a node is a multicast destination, whenever it receivesugh innovative coded
packets from the same batch, it can recover the original ggadk this batch. It then informs the source about
the transmission process for the current batch is compl®#en the source detects every destination successfully
received the data of the current batch, it will move to sendtloel data of the next batch. If a node is a relay node
and got a packet with a new batch ID, it will clear all the queoéthe current batch and start to process the new
batch. A node is triggered to send out data if it has innoegpigickets to benefit its downstream nodes toward any
receiverk in its CRS. A node stops data transmission if it i@ = 0. This process continues until all packets of

the data file are delivered to all destination nodes.

V. PERFORMANCE EVALUATION

To evaluate the performance of NCOM, we implemented theoiollg multicast protocols using the IEEE
802.11b wireless LAN network simulation modules.

« Pacifier protocol

« NCOM with MCCACK

« NCOM with crosslayer scheduling and MCCACK
Since Pacifier achieves higher throughput and lower trassorn redundancy than MORE [4], we didn’t compare
NCOM with MORE.

In Pacifier, source constructs a multicast tree by mergimgstiortest paths (based on the ETX metric) to all
receivers. Coded packets are forwarded along the multicastto receivers. One component of the Pacifier is
the round robin batch selection. Pacifier moves to the netichbahen one receiver acknowledges the completion
of receiving the current batch. Source node keeps repetimgincompleted batches in the round robin fashion
until all receivers successfully received all batches.t Wil reduce the influence of the well-known "crying-baby”
problem when one receiver with poor connectivity slowingvdathe performance of the whole multicast group.
However that scheme will made the batch latency is very haghnfany receivers and not suitable for the delay
sensitive applications.

The “crying baby” issue has common influences to every magticouting scheme and the proposed method

of Pacifier could apply to all routing scheme like MORE, Pacifor NCOM with the trade-off advantages on
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throughput and delay. To get the direct comparison on thépeance of the multicast Oppotunistic Routing
efficiency, we do not implement the “crying baby” solutiorr acifier and NCOM in our experiments.

We then evaluate the performance of the NCOM with MCCACK. Tirtransmissions and piggyback MCCACK
mechanism are fully multicast. Lastly, we turn on the criag®r link scheduling for NCOM for additional
performance improvement.

In the OPNET IEEE 802.11Db, the sending rate at the physigadriss set to be 11Mb/s. We configure the

transmission power with the effective radio coverage ofr250

A. Simulation Results and Analysis

L’:::l/\ : Overlay Steiner OR tree A : Source

——— : Pacifier multicast tree @ : Receiver

Fig. 2. Simulated Scenarios One: topology of 40-nodes mitwRacifier Multicast Tree, and Overlay Steiner Tree.

We first study a network withl0 static nodes randomly located in an areal0f0m x 1500m as in Figure 2.
The grid size is250m. We randomly choose one source and four receivers. The gevgracket loss rate on each
wireless link is around 0%, which is determined by the distance between nodes, pHyaiger setting and data
link layer scheduling scheme. The source sends multicaffictto receivers with three different routing schemes as
referred in Section IV-A. For Pacifier, the multicast treesdach on the ETX metric is plotted as the thin arrows. For
NCOM routing schemes, the overlay Steiner tree based on B@i€tance is plotted as the thick arrows. Routes
from the source to receivers ranged from 4 to 5 hops.

Figure 3 presents the comparison of throughput gain, sowedendancy and batch latency on three routing
schemes. Figure 3(a) plots the average throughput dedivereach receiver on every second as the simulations
progress. From the result, the average multicast throughijiln Pacifier is the lowest. NCOM with MCCACK is
43% higher than Pacifier. NCOM with CLS + MCCACK get approximgtéi% throughput gain over Pacifier.
Crosslayer scheduling further improves the throughput 6O with MCCACK by almost10%. The throughput
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Throughput comparision
500 x10° Source redundancy comparision Latency comparision
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450 | —0— NCOM with MCCACK —— Pacifier D Paciier
—— NCOM with CLS + MCCACK 3t | —o— NCOM with MCCACK. p 0.22 : . . O NCOM with MCCACK
—+— NCOM with CLS + MCCACK % NCOM with CLS + MCCACK

Batch Latency (s)

Average Multicast Throughput (KBit's)

Number of packets sent out from Source

10 20 30 40 50 60 10 20 30 40 50 60 : 50 100 150 200 250 300 350 400 450
Time (s) Time (s) Batch ID

(a) Throughput comparison (b) Traffic from source comparison (c) Data Latency comparison
Fig. 3. Performance Comparisons between NCOM and Pacifienén40-nodes Topology
improvement of NCOM routing schemes over Pacifier is firstidited to the minimum overlay Steiner tree based
on OR distance, compared with the Pacifier multicast tree. ddsign of Pacifier's multicast tree is compromised
by using the unicast ETX distance between nodes to guide @®rtrissions between nodes. Nodes around the
tree do not participate the data transmission. For NCOM layeSteiner tree, the OR distance used to calculate
the tree is more accurately reflex the transmission costgeest nodes.

Secondly, throughput gain can come from the MCCACK, whicltustomized from CCACK to work with
multicast OR. The significant thoughput gain from NCOM wittCRIACK over NCOM with CCACK demonstrate
the advantage of multicast OR over unicast OR along the ayérte. MCCACK reduces the number of redundant
transmissions cross adjacent overlay links, and henceowepthe multicast throughput. Thirdly, with crosslayer
scheduling, nodes with more innovative packets to bendfittfodownstream nodes can send packets faster. This
helps NCOM more efficiently schedule link transmissions aolieve an additional1% throughput improvement
in this scenario.

Figure 3(b) plots the number of coded packets that the s@ewds out with each routing scheme. These values
together with the throughput results in Figure 3(a) can bedus calculate the average source redundancies as
in Table I. NCOM routing schemes got much lower source redonis than Pacifier because of the MCCACK
deployment. MCCACK mechanism helps to significantly redtlee number of redundant packets sent out from
source. Source redundancy of NCOM with CLS + MCCACK is onl§&@while Pacifier get more than 3 times
higher than that with 6.79. Due to the backpressure effectsdayer scheduling helps the source quickly adjusts its
sending rate to match the network congestion, so NCOM witB @MCCACK gets even lower source redundancy
compare to NCOM with MCCACK.

We also measured the latency for each batch of packets. Bdtaicy is defined as the time lag from the source
sends out the first packet of the batch until it gets the infdiom that all receivers get enough number of coded
packets to decode that original batch of data. Figure 3(@)sphe latency of each batch of data with all three

routing schemes. The horizontal lines are the mean valubatoh latencies. The values are also given in the Table
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Source redundancy Average Batch
latency(s)
Pacifier 6.79 0.111
NCOM with MCCACK 3.24 0.0799
NCOM with CLS+MCCACK 2.16 0.0731

TABLE |

REDUNDANCY AND LATENCY COMPARISONS
I. Consistent with the throughput comparison, NCOM with CEMCCACK gets the lowest average batch latency
with 0.0731s, while Pacifier needs on average 0.111s to aimfihe transmission of one batch of data from the
source to receivers. NCOM with MCCACK has a little higher &atatency (0.0799s) than NCOM with CLS +
MCCACK.

Throughput comparision Source redundancy comparision Data Latency Comparison
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Fig. 4. Performance Comparisons under Nine Different Netv&cenarios

We then compare the performance of NCOM routing schemesRutifier in more scenarios. With the set of 40
nodes randomly located in an areal®f0m x 1500m, we randomly choose one source and five receivers for nine
times. Each time, we run the scenario with three routing mese Pacifier, NCOM with MCCACK and NCOM
with CLS + MCCACK.

Figure 4 presents the comparisons of the three schemes nm#escenarios. Table Il lists the average values

of throughput gain, source redundancy and batch latencyraetrouting schemes. In Figure 4(a), NCOM routing
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Average Average Average
throughput source Batch

(Kbps) redundancy| latency(s)

Pacifier 179.720 8.574 0.141

NCOM with MCCACK 270.420 4.797 0.094

NCOM with CLS + MCCACK | 293.544 4.208 0.087
TABLE I

COMPARISONS ON9 SCENARIOS

schemes always get higher throughput than Pacifier. Thergages froml 7.3% (Scenario 5) up t@49% (Scenario

1), with an average throughput gain of NCOM with CLS + MCCACKadround63% higher than Pacifier. The
throughput of NCOM with CLS + MCCACK is consistently highéran NCOM + MCCACK with the average gain
about8.5%. Thanks for the contribution from cross-layer link schéulgl Looking into the details of the simulation
data, NCOM gets bigger gain over Pacifier in the scenarids igher network density and the difference between
the cost (based on ETX metric ) of the Pacifier's tree and NCOd¥erlay tree get bigger. In those scenarios, the
overlay minimum Steiner tree will get higher advantage diiermulticast tree of Pacifier. The overlay Steiner tree
could find a better path to the receivers since it uses moay mbdes to forward the packets. Vice versa, in the
scenario when one receiver farther from the source with lodendensity along the path when all other receivers
are very near the source, the performance difference batN€¥M and Pacifier get smaller.

Figure 4(b) demonstrates the source redundancy comparngahne three routing schemes over the nine scenarios.
NCOM with CLS + MCCACK always gets the lowest source redurydior all the cases with the average value
of 4.208. That is just less thain0% of source redundancy of Pacifie$.§74). Without cross-layer scheduling,
the source redundancy of NCOM with MCCACK gets to approxahas6% of Pacifier. The gain mostly comes
from the piggyback MCCACK mechanism. MCCACK + CLS could redwsource redundancy more because the
backpressure process working more efficiently from theivece back to the source node. Figure 4(c) presents the
batch latency comparisons over nine scenarios. NCOM wit® @LIMCCACK gets the lowest latency, with only
0.087s compares to 0.141s of Pacifier. Cross-layer scmgdali average could reduce the average batch latency
by 0.007s. That is equivalent t8% of batch latency of NCOM with MCCACK + CLS.

We also looks at the number of nodes involved in the forwaydinogress in Figure 4(d). NCOM with and
without CLS have the same number of forwarding nodes invalethe OR transmission progress. The numbers
of forwarding nodes in NCOMs are higher than Pacifier in mdsthe cases. On average, the average number
of forwarding nodes in the 9 scenarios of NCOMs is equivateni.614 times that number of Pacifier (23.67
to 14.67). The average number of transmissions/ forwardiode / batch of NCOM with CLS + MCCACK is a
little smaller than Pacifier (26.952 compare to 28.017) ({Feg4(e)). The measurements above showed that, per

each scenario, the total number of transmissions of NCOM ®itS + MCCACK is around 60% higher than that
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number of Pacifier. That cost will payback wié3% throughput gain of NCOM with CLS + MCCACK compare
to Pacifier. That means the heuristic based tree build up oifi®ais too conservative with too few forwarders in
a sparse network. NCOM with CLS + MCCACK gets higher throughpith more nodes involved in transmission
progress. Figure 4(e) also showed that CLS could help NCOMdace the average number of transmissions/node

by around20% while improve throughput by.5%.

Throughput comparision for different number of receiver Throughput comparision
T T

800 T T 500
I Pacifier

700l 1 NCOM with MCCACK | 450 | > Pacifier
I NCOM with CLS + MCCACK —O0— NCOM with MCCACK
400} -| —*— NCOM with CLS + MCCACK

Average Multicast Throughput (KBit/s)
]
o

Average Multicast Throughput (KBit/s)

|

1 4 5 6 10 20 30 40 50
Number of Receivers Time (s)
(a) Different number of receiver comparison (b) Resilience to dynamic packet loss rate

Fig. 5. Performance Comparisons between NCOM and Pacifier

In Figure 5(a), we try to measure the performance of NCOM aadffer with the different number of receivers.
We set the cases with 40 nodes and change the number of mascéigen two to six. We then measure the
average multicast throughput for all three routing mecsrasi Figure 5(a) presents the throughput comparison.
The throughput of NCOM with CLS + MCCACK consistently higltean Pacifier on averag®%. With 2 receivers
, the throughput gain is arouri@% and increased to more thdi®0% in the case of 6 receivers. With the more
receivers, the average throughput difference between NG@@¥ Pacifier get higher. That is because the overlay
tree of NCOM gets more advantage compare to the Pacifiegs tre

We finally keep the case with 4 receivers and simulate the wedm:n packet loss rates of the wireless links
dynamically changed in bounti50% every 5s after 20s of the simulation progress. Figurg &{bws that NCOM
get much higher resilience to dynamic packet loss rate wi# throughput reduction compare to 50% of Pacifier.
Thanks to the advantage of the overlay Steiner tree overigastttree of Pacifier. Pacifier have a significant
throughput reduction since its deploy a static physicalticest tree, which is more sensitive than NCOM'’s tree on
dynamic packet loss rates. Overlay Steiner tree is morestdi®cause it deploys more relay nodes when forwarding
packets along the overlay link. The performance may lesemwn the packet loss rate on a specific wireless
link. More than that, MCCACK is also robust on wireless lirds$ rate since it deploy "online” link loss rates to

control the start/stop transmission process at each wsalede. All on all, those mechanisms help NCOM more
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robust on dynamic packet loss rate on wireless network. iBhésvery critical advantage of NCOM over Pacifier.
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VIlI. CONCLUSIONS

In this paper, we present NCOM, a network coding based overlalticast design, that efficiently integrates
Network Coding (NC), Opportunistic Routing (OR), and creger link scheduling to achieve high efficiency and
reliability multi-hop wireless multicast. In NCOM, we builip the minimum multicast overlay Steiner tree based
on OR distance, which connecting source to all receiversh Windom linear network coding is deployed, coded
packets are sent multicastly along the overlay links towaakivers. NCOM fully exploit the broadcast nature
of wireless transmission and the opportunistic packetpime cross adjacent overlay links. The transmissions of
adjacent nodes in the overlay multicast are coordinated Impwel multicast acknowledgement MCCACK and
cross-layer MAC scheduling. NCOM corrects some weaknesether multicast OR schemes on: multicast tree
design, node coordination rely on offline link state measenets and lacking of cross-layer link scheduling.

NCOM is implemented on OPNET by customizing the IEEE 802 .Wwireless LAN network modules. Through
OPNET simulations, we demonstrate that NCOM can achieviehighroughput and lower source transmission
redundancy than the existing NC and OR based wireless rasitéesigns. In our experiment, the average thoughput
improvement of NCOM over Pacifier, the state of art multid@& protocol, by approximately 63%. The average
source redundancy is as small as 50% that value of Pacifig@NGet higher throughput gain and smaller packet
latency due to its deployment of more forwarding nodes in@fre transmission progress.

As other future works, we will implement and evaluate paerfance of NCOM with other network coding
techniques like [20] or [21]. We will also improve the perfaance of NCOM by investigating the optimal cross-

layer scheduling for our multicast OR protocol.

REFERENCES

[1] R. Ahlswede, N. Cai, S.-Y. R. Li, and R. W. Yeung, “Netwoikformation flow,” IEEE Trans. on Information Theoryol. 46, pp.
1204-1216, 2000.
[2] C. Gkantsidis, J. Miller, and P. Rodriguez, “Anatomy oPaP Content Distribution system with Network Coding,"lRTPS’06 2006.



(3]

(4]

(5]

(6]

(7]

(8]

(9]

[10]

[11]

[12]

[13]

[14]

[15]

[16]

[17]
(18]

[19]
[20]

[21]

[22]

(23]

[24]

19

S. Chachulski, M. Jennings, S. Katti, and D. Katabi, ‘direy structure for randomness in wireless opportunisti¢ing,” in In Proc.
ACM Sigcomm2007.

D. Koutsonikolas, Y. C. Hu, and C.-C. Wang, “Pacifier: Hithroughput, reliable multicast without "crying babies’ wireless mesh
networks.” inlEEE Infocom 2009Rio de Janeiro, Brazil, April 19-25, 2009.

L. Li, R. Ramjee, M. Buddhikot, and S. Miller, “Network ding-based broadcast in mobile ad hoc networksPiaceedings of IEEE
INFOCOM 2007, pp. 1739-1747.

S. Biswas and R. Morris, “Opportunistic routing in meiftop wireless networks,” iin Proceedings of the Second Workshop on Hot
Topics in Networks (HotNets-|ICambridge, MA, Nov. 2003.

L. Xiao, M. Johansson, and S. Boyd, “Simultaneous rayutamd resource allocation via dual decompositidBEE Transactions on
Communicationsvol. 52, no. 7, pp. 1136-1144, 2004.

X. Lin and N. B. Shroff, “Joint rate control and schedgiim multihop wireless networks,” id3rd IEEE Conference on Decision and
Control, 2004.

A. Eryilmaz and R. Srikant, “Joint congestion contraduting, and mac for stability and fairness in wireless neks@ IEEE Journal
on Selected Areas in Communicatipmsl. 24, no. 8, pp. 1514-1524, 2006.

L. Chen, S. H. Low, M. Chiang, and J. C. Doyle, “Optimabss-layer congestion control, routing and schedulinggiesi ad hoc
wireless networks,” irProceedings of IEEE INFOCOM006.

U. Akyol, M. Andrews, P. Gupta, J. D. Hobby, I. Sanieedah L. Stolyar, “Joint scheduling and congestion controlinbile ad-hoc
networks,” inProceedings of IEEE INFOCOM008.

T. L. C. Tao Cui Ho, “Distributed minimum cost multicasg with lossless source coding and network coding4éth IEEE Conference
on Decision and Contrgl2007, pp. 506 — 511.

T. Cui, L. Chen, and T. Ho, “On distributed schedulingwireless networks exploiting broadcast and network catliicans. Comm).
vol. 58, no. 4, pp. 1223-1234, 2010.

Y. Liu, “Optimal Cross-layer Scheduling for Multicagt Multi-Channel Wireless Networks;Technical Report, Polytechnic Institute
of NYU December 2009, http://eeweb.poly.edu/faculty/yoridbes/multicasttech.pdf.

D. S. J. D. Couto, D. S. J. De, C. Daniel, R. Morris, D. Agoaand J. Bicket, “A high-throughput path metric for mutop wireless
routing,” in Proc. of ACM MOBICOM 2003.

H. Dubois-Ferrire, M.Grossglauser, and M. Vetterligast-cost opportunistic routing,” @007 Allerton Conference on Communication,
Control, and ComputingMonticello IL, September 2007.

R.C.Shah, S.Wietholter, A.Wolisz, and J.M.Rabaeyh®N does opportunistic routing make sense ?hilEEE PerSensMar.2005.
K. Zeng, W. Lou, and H. Zhai, “On End-to-end Throughp@itQpportunistic Routing in Multirate and Multihop Wireled&etworks,”
in IEEE Infocom 2008Phoenix, AZ, April 15-17, 2008.

T.Le and Y.Liu, “On the Capacity of Hybrid Wireless Neivks with Opportunistic Routing,” iWwASA'09 Boston, USA, August 2009.
Y. Lin, B. Li, and B. Liang, “Codeor: opportunistic rang in wireless mesh networks with segmented network cqdingProceedings
of the 16th IEEE International Conference on Network ProtsICNP) Orlando, Florida, USA, October 2008.

Y. Lin, B. Liang, and B. Li, “Slideor: online opporturtis network coding in wireless mesh networks,”INFOCOM’10: Proceedings
of the 29th conference on Information communicatiorBiscataway, NJ, USA: IEEE Press, 2010, pp. 171-175.

D. Koutsonikolas, C.-C. Wang, and Y. Hu, “Ccack: Efficienetwork coding based opportunistic routing through clative coded
acknowledgments,,” in Proc. 29th IEEE Conference on Computer Communicatiohs=QCOM) San Diego, CA, USA., March
2010.

C. Reis, R. Mahajan, D. Wetherall, and J. Zahorjan, ““l@ament-based models of delivery and interference iic staeless networks,”
in in SIGCOMM Computer and Communications Reyi2@06.

J. Jannotti, D. K. Gifford, K. L. Johnson, M. F. Kaashpekd J. W. O'Toole, Jr., “Overcast: Reliable multicastinghwan overlay
network,” in Proceedings of Operating Systems Design and Implement&@90, pp. 197-212.



20

[25] Y. Chu, S. Rao, and H. Zhang, “A case for end system mastit in Proceedings of ACM SIGMETRIC3000.

[26] R. Laufer, H. Dubois-Ferrire, and L. Kleinrock, “Mulite Anypath Routing in Wireless Mesh Networks,”IEEEE Infocom 2009Rio
de Janeiro, Brazil, April 2009.

[27] S. E. Dreyfus and R. A. Wagner, “The Steiner problem iapips,” inNetworks 1972, pp. 195-207.

[28] B. Chazelle, “A minimum spanning tree algorithm withvémse-ackermann type complexity]” ACM vol. 47, no. 6, pp. 1028-1047,
2000.

[29] C. Su and L. Tassiulas, “Mobile user’ s memory managentemminimize deadline misses of users requests in a datalbasting

system,” inProceedings of 15th International Teletraffic Congredsne 1997, pp. 223—-232.



