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Abstract There are large and growing textual corpora in

which people express contrastive opinions about the same

topic. This has led to an increasing number of studies about

contrastive opinion mining. However, there are several no-

table issues with the existing studies. They mostly focus

on mining contrastive opinions from multiple data collec-

tions, which need to be separated into their respective col-

lections beforehand. In addition, existing models are opaque

in terms of the relationship between topics that are extracted

and the sentences in the corpus which express the topics;

this opacity does not help us understand the opinions ex-

pressed in the corpus. Finally, contrastive opinion is mostly

analysed qualitatively rather than quantitatively. This paper

addresses these matters and proposes a novel unified latent

variable model (contraLDA), which: mines contrastive opin-

ions from both single and multiple data collections, extracts

the sentences that project the contrastive opinion, and mea-

sures the strength of opinion contrastiveness towards the ex-

tracted topics. Experimental results show the effectiveness

of our model in mining contrasted opinions, which outper-

formed our baselines in extracting coherent and informative

sentiment-bearing topics. We further show the accuracy of

our model in classifying topics and sentiments of textual data,

and we compared our results to five strong baselines.

Keywords Contrastive opinion mining, Sentiment analysis,

Topic modelling
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1 Introduction

Recent years have seen a growing interest in text mining ap-

plications aimed at uncovering public opinions and social

trends. This is partially driven by the fact that the Web now

holds a large number of opinionated documents, such as opin-

ion pieces and product reviews, to name a few. An additional

driver is that the language one uses to express opinion indi-

cates one’s subjective viewpoints; this language can be used

to understand and cluster people’s opinion based on belief,

experience or emotion, rather than facts. Text mining meth-

ods are therefore desired for facilitating automatic discov-

ery of subjective viewpoints present in such large amounts

of opinionated documents.

We define contrastive opinion mining as the discovery of

opinion perspectives held by different individuals or groups,

which are related to a given topic but opposite in terms of sen-

timents. The usefulness of contrastive opinion mining spans

across many applications such as discovering the public’s

stand on major socio-political events [1], observing heated

debates over controversial issues where different sides defend

their viewpoints with contrasting statements [2], as well as

mining issues from product review sites that can serve as an

important source of feedback to businesses [3]. For example,

there were heated discussions on the web about whether one

should install the Mac OS X El Capitan soon after it was re-

leased to the public. Table 1 shows some discussions from

the Apple Store, where people express highly controversial

opinions after upgrading to the system, i.e., some experienced
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Table 1 Contrastive opinions regarding El Capitan upgrade.

+ Opinion

Best OS X in terms of speed since Snow Leopard.

Fast on start up and no delays.

Apps open with lightening speed.

- Opinion

And it is also slow compare to Yosemite IMO.

It slowed down my Macbook Pro significantly.

Unbelievably slow, runs like garbage now.

pleasant performance improvements while others witnessed a

significant drop in speed. Considering the huge number of re-

views available, it is highly desirable to acquire an overview

of the major viewpoints from large amounts of text data auto-

matically, allowing one to convert data into actionable knowl-

edge and then make decisions in a timely manner.

Recently, mining contrastive opinions has been applied to

a variety of tasks, including analysing editorial differences

between multiple media sources [4], extracting contrastive

viewpoints from political debates [1], as well as examining

cross-cultural differences with respect to language use on so-

cial media [5]. However, these existing studies on contrastive

opinion mining rely on an assumption that input data con-

taining different opinion perspectives are separated into dif-

ferent collections beforehand. While this assumption might

hold for some practical scenarios, quite often one needs to

analyse contrastive opinion contained in a single collection

such as text of streaming social media data.

In addition, it is natural that debates on some topics are

more prominent or controversial than others, which indicates

the importance of the topic. Therefore, being able to under-

stand the prominence of a topic and the levels of contrastive-

ness of sentiment will enable one to quickly identify informa-

tion that needs immediate attention. Finally, existing models

generally interpret contrastive opinions solely in terms of the

extracted topic words, which are not adequate to help us accu-

rately understand the opinions presented in the corpus since

the topic words only express shallow semantics. Therefore,

it would be illuminating to consider the dependency between

the sentences in the corpus and the topic of discussion in or-

der to better understand and interpret contrastive opinion. The

representative sentences also help to clarify the coherence of

the extracted topics.

In this paper, we address the aforementioned issues by

proposing a novel unified latent variable model (contraLDA)

for mining contrastive opinion from text collections [6].

The proposed model makes several distinctive contributions,

for it: (1) can be trained flexibly under weakly-supervised

or fully-supervised settings, depending on the type of su-

pervision information available; (2) automatically discovers

contrastive opinion from both single and multiple text col-

lections; (3) quantifies the strength of opinion contrastive-

ness towards the topic of interest, which could allow one

to swiftly flag issues that require immediate attention; and

(4) extracts sentences relevant to topics by adopting a strat-

egy from [7], making sentiment-bearing topics clearer to

users. Extensive experimental results show that our model

outperforms several baseline models in terms of extracting

coherent and distinctive sentiment-bearing topics which ex-

press contrastive opinions. The top sentences extracted by

our approach further help us effectively understand and in-

terpret sentiment-bearing topics. Lastly, we evaluate the per-

formance our model in the supervised sentiment and topic

classification task, in which contraLDA outperforms or gives

comparable performance to five strong supervised baselines.

The rest of the paper is organised as follows. We first re-

view the related work in §2, followed by detailed discussion

of our model in §3. §4 and §5 present the experimental setup

and results, respectively. Finally we conclude the paper in §6.

2 Related Work

2.1 Cross-collection opinion mining

There are several previous studies related to our work. Zhai

et al. [8] introduced the Cross-Collection Mixture (ccMix)

model, which is a probabilistic model for comparing text col-

lections. The model extracts topics from comparable news

sources and identified topics common to all the sources about

a given event as well as topics that are unique to each news

source. Similarly, the Cross-Collection LDA (ccLDA) model

[4] extracted what is common to all the sources and what is

unique to one specific source. The key difference between

ccMix and ccLDA is that the former was built based on prob-

abilistic latent semantic indexing (pLSI) while the latter is

based on latent Dirichlet allocation (LDA). However, neither

model considered modelling the opinions in text.

To bridge the gap, there are a number of works which

address both topics and sentiments. The Multi-View Topic

Model (mview-LDA) [9], which can be trained in both fully-

supervised and semi-supervised settings, detects ideological

bias at topic-level across multiple collections of data and

presented summarised views from different opinion perspec-

tives. Mukherjee and Liu [10] proposed several topic models

for mining contentions from discussions and debates. Apart

from discovering contention/agreement indicators, the pro-

posed models also can model the interaction between authors
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and topics with regards to the reply-to relations and author-

pair structures. Fang et al. [1] tackled the problem of mining

contrastive opinions from political texts. They assumed that

topics are expressed through nouns and opinions through ad-

jectives, verbs, and adverbs. In addition, while opinion words

are drawn from a perspective specific opinion distribution,

topic words are drawn from a word distribution shared across

multiple collections. The above assumption was also adopted

by Thonet et al. [11], who proposed the Viewpoint and Opin-

ion Discovery Unification Model (VODUM) model for joint

discovery of viewpoints, topics and opinions. In their part-of-

speech tagging process, nouns are excluded from the opinion

word distribution, which potentially ignores words that are

indicative for sentiment, e.g., f ailure, genuis, wisdom, etc.

Another line of work focuses on summarising contrastive

opinion over multiple documents. Paul et al. [12] proposed

a two-stage approach to summarising contrastive viewpoints.

First, they extracted multiple viewpoints from text using the

Topic Aspect Model (TAM) [13]; TAM was modelled based

on the assumption that a word in a document belongs to ei-

ther a topic, a viewpoint, both or neither. The second stage in-

troduced the Comparative LexRank algorithm used for both

ranking and generating contrastive summaries of the multiple

viewpoints. Guo et al. [14] integrated expert opinions with

ordinary opinions from social media for contrastive opinion

summarisation, where the expert opinions were used as priors

for aligning contrastive sentiment in the ordinary opinions.

Ren and de Rijke [15] targeted contrastive theme summarisa-

tion using hierarchical non-parametric processes. They first

employed a structured determinantal point process to extract

a subset of diverse and salient themes, based on which the

contrastive summaries were then generated using an iterative

optimisation algorithm. A recent study [16] presented two

differential topic models (dTM-Dirichlet and dTM-SAGE)

for summarising the differences among document groups.

The dTM-Dirichlet model captures unique word usage for

each document group by modelling the group-specific word

distribution, whereas, the dTM-SAGE model captures both

group-specific topics and the unique characteristics of each

document group as well as the background topics.

2.2 Cross-lingual and cultural analysis

Studies focus on cross-lingual and cross-cultural analysis are

also closely related to our work. This form of analysis is use-

ful for identifying the similarities and differences of opinion

across different languages or cultures. Nakasaki et al. [17]

proposed a topic model for visualising and analysing cross-

lingual and cross-cultural differences from social blogs. They

first created multilingual queries from Wikipedia entries for

retrieving blog feeds. Next, statistical measures based on term

probability and frequency were introduced for differentiating

terms that are characteristic in one language or in both lan-

guages. Guo et al. [18] proposed the cross-lingual latent se-

mantic association (CLaSA) model to learn and categorise

words used to describe the same aspect of product features

in different languages. In a similar vein, Elahi and Monach-

esi [5] used LDA to examine cross-cultural similarities and

differences from social media data with respect to language

use, but with a focus on analysing how two different cultures

express emotions during romantic discussions on social me-

dia. Gutièrrez et al. [19] proposed a statistical model which

learns common topics from multilingual and non-parallel

data, and simultaneously discovers the different perspectives

of the learned topics across the cultural groups.

To summarise, although the aforementioned models pro-

vide frameworks for mining contrastive opinion among dif-

ferent groups or sources, they all rely on the assumption that

data containing different opinions are separated into different

collections beforehand. However, this requirement might not

be practical in real-world applications, for instance, detecting

contrastive perspectives on certain topics where the input is

streaming social media data. In addition, topics extracted by

these models are opaque in terms of what sentences in the

corpus express them, and thus could not help us gain deep

insights of opinions encoded in the topics.

3 Methodology

We propose a model called contraLDA which offers a uni-

fied framework for mining contrastive opinions from text,

where the source of text could be either a single collection

or multiple collection of text. In addition, the contraLDA

model can be trained flexibly under weakly-supervised or

fully-supervised settings, depending on the type of supervi-

sion information available.

The graphical model of contraLDA is shown in Fig. 1.

Given a collection of documents D, assume that D can be

divided in to C classes: D = {Dc}C
c=1

with Dc documents per

class, each document d in class c is a sequence of Nd words,

each word in the document is an item from a vocabulary with

V distinct terms, and c is the class index. Also assuming that

L and T are the total number of sentiment labels and topics,

respectively, the complete procedure for generating a word

wn in contraLDA is as follows: first, one draws a topic z from
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Fig. 1 The graphical model of contraLDA.

the class-constrained topic distribution θc
d
. Following that,

one draws a sentiment label l from the topic specific, class-

constrained sentiment distribution πc
d,z

. Finally, one draws a

word from the per-corpus word distribution ϕz,l conditioned

on both topic z and sentiment label l. Note that documents

of all collections share the same ϕ, and we can fully keep

track of which collection a document belongs to based on its

class index c. It is also important to note that the number of

classes C plays a key role in controlling the operation mode

of contraLDA. That is when C = 1, contraLDA is essentially

modelling a single collection of text without any class mem-

bership information. In the scenario where C > 1, contraLDA

will be switching to model multiple collections of text, e.g.,

documents annotated with class labels, or articles from New

York Times and Xinhua News about the same set of events.

We summarise the generative process of contraLDA as fol-

lows:

• For each topic z ∈ {1, · · · ,T }

– For each sentiment label l ∈ {1, · · · , S }

∗ Draw ϕz,l ∼ Dir(βz,l).

• For each document d ∈ D

– choose a distribution θc
d
∼ Dir(ǫc

z · α).

– For each sentiment label l under document d,

∗ Choose a distribution πc
d,z
∼ Dir(ǫc

l
· γ).

– For each word n ∈ {1, · · · ,Nc
d
} in document d

∗ Choose a topic zn ∼ Mult(θc
d
),

∗ Choose a sentiment label ln ∼ Mult(πc
d,zn

),

∗ Choose a word wn ∼ Mult(ϕzn,ln ).

3.1 Incorporating Supervised Information.

The contraLDA model can be trained flexibly under weakly-

supervised or fully-supervised settings, depending on the

type of supervision information available. Specifically, if

there are only labelled features available (e.g., sentiment lex-

icon, or topic seed words), our model will incorporate the la-

belled features to constrain the Dirichlet prior of topic-word

distributions, which essentially plays a role in governing the

model inference. If there is fully labelled data available, e.g.,

labelled documents, our model will account for the full super-

vision from document labels during the generative process,

where each document can associate with a single class label

or multiple class labels. However, if the dataset contains both

labelled and unlabelled data, our model will account for the

available labels during the generative process as well as incor-

porate the labelled features as above to constrain the Dirichlet

prior.

When labelled data is available, contraLDA incorporates

supervised information by constraining that a training docu-

ment can only be generated from the topic set with class la-

bels corresponding to the document’s observed label set. This

is achieved by introducing a dependency link from the docu-

ment label matrix ǫ to the Dirichlet priors α and γ. Suppose

a corpus has three topical labels denoted by Z = {z1, z2, z3}

and for each label zk there are two sentiment labels denoted

by l = {l1, l2}. Given observed label matrix ǫc = {ǫ
c
z , ǫ

c
l
} =

{(1, 0, 1), (1, 0)}which indicates that d is associated with topic

labels z1, z3 as well as sentiment label l1, we can encode the

label information into contraLDA as

αc
d = ǫ

c
z · α (1)

γc
d = ǫ

c
l · γ (2)

This ensures that d can only be generated from topics as-

sociated with observed class labels from ǫ. If there are no

labelled documents available, contraLDA will incorporate la-

belled features from λ (e.g., sentiment lexicons) for con-

straining the Dirichlet priors β using the same strategy de-

scribed in [20, 21].

3.2 Inference

From the contraLDA graphical model depicted in Fig. 1, we

can write the joint distribution of all observed and hidden

variables which can be factored into three terms:

P(w, z, l|α,β,γ, c) = P(w|z, l,β)P(l|z,γ, c)P(z|α, c) (3)

By integrating out φ, θ and π in the first, second and third

term of Eq. 3 respectively, we can obtain

P(w|z, l,β) =

∫
P(w|z, l,φ)P(φ|β) dφ =

∏
k

∏
j

Γ(
∑V

i=1 βk, j,i)
∏

i Γ(Nk, j,i + βk, j,i)∏V
i=1 Γ(βk, j,i)Γ(Nk, j +

∑
i βk, j,i)

(4)
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Algorithm 1 Sampling procedure for the contraLDA model.

Input: α, β, γ, Corpus

Output: returns sentiment and topic label assignment for all

word tokens, sentences and documents in the corpus

1: Initialize topic T , sentiment S , and word V matrices for

θc, πc, and φ;

2: for x = 1 to max Gibbs sampling iterations do

3: for each documents d ∈ D do

4: for each word w ∈ d do

5: Exclude word, sentiment label and topic at index

x:

N¬x
k, j,i

, N¬x
k, j

, N¬x
d,k, j

, N¬x
d,k

, N¬x
d

6: if ǫ exists then

7: αc
d
= ǫc

z × α

8: γc
d
= ǫc

l
× γ

9: else

10: Sample a new sentiment-topic pair l̃ and z̃ us-

ing Equation 7;

11: end if

12: Update Nk, j,i, Nk, j, Nd,k, j, Nd,k and Nd using l̃ and

z̃ in step 5;

13: end for

14: end for

15: for every 25 iterations do

16: Update hyperparameter α with maximum-

likelihood estimation;

17: end for

18: for every 100 iterations do

19: Update matrices φ, θc, and πc with new sampling

results;

20: end for

21: end for

P(z|α, c) =

∫
P(z|θ, c) P(θ|α, c) dθ =

C∏
c=1

Dc∏
d=1

Γ(
∑T

k=1 α
c
d,k

)
∏

k Γ(Nd,k + α
c
d,k

)∏T
k=1 Γ(α

c
d,k

)Γ(Nd +
∑

k α
c
d,k

)
, (5)

P(l|z,γ, c) =

∫
P(l|z, c,π) P(π|γ, c) dπ =

C∏
c=1

Dc∏
d=1

∏
k

Γ(
∑L

j=1 γ
c
d,k, j

)
∏

j Γ(Nd,k, j + γ
c
d,k, j

)∏L
j=1 Γ(γ

c
d,k, j

)Γ(Nd,k +
∑

j γ
c
d,k, j

)
(6)

where Nk, j,i is the number of times word i appeared in topic k

with sentiment label j, Nk, j is the number of times words are

assigned to topic k and sentiment label j, Nd,k, j is the number

of times a word from document d is associated with topic k

and sentiment label j, Nd,k is the number of times topic k is

assigned to some word tokens in document d, Nd is the total

number of words in document d and Γ is the gamma function.

The main objective of inference in contraLDA is then to

find a set of model parameters that can best explain the ob-

served data, namely, the class-constrained topic proportion

θc, the class-constrained topic label specific sentiment pro-

portion πc, and the per-corpus word distribution ϕ. To com-

pute these target distributions, we need to calculate the poste-

rior distribution of the model. As the posterior is intractable,

we use a collapsed Gibbs sampler to approximate the poste-

rior based on the full conditional distribution for each word

token in position t. By evaluating the model joint distribu-

tion in Eq. 3, we can yield the full conditional distribution as

follows

P(zt = k, lt = j|w, z−t, l−t,α,β,γ, c) ∝

N−t
k, j,wt
+ βk, j,i

N−t
k, j
+
∑

i βk, j,i

·
N−t

d,k
+ αc

d,k

N−t
d
+
∑

k α
c
d,k

·
N−t

d,k, j
+ γc

d,k, j

N−t
d,k
+
∑

j γ
c
d,k, j

. (7)

Using Eq. 7, we can obtain sampling assignments for con-

traLDA model, based on which model parameters can be es-

timated as

ϕk, j,i =
Nk, j,i + βk, j,i

Nk, j +
∑

i βk, j,i

, (8)

θcd,k, j =
Nd,k + α

c
k, j

Nd +
∑

k α
c
d,k

, (9)

πc
d,k =

Nd,k, j + γ
c
d,k, j

Nd,k +
∑

j γ
c
d,k, j

. (10)

3.3 Hyperparameter estimation

For the contraLDA model hyperparameters, while the values

of β and γ are set empirically, α is estimated from data using

maximum-likelihood.

Setting αc. A common practice for topic model implemen-

tation is to use symmetric Dirichlet hyperparameters. How-

ever, it was reported that using an asymmetric Dirichlet prior

over the per-document topic proportions has substantial ad-

vantages over a symmetric prior [22]. We initialise the asym-

metric α = (0.05 × N̄)/T , where N̄ is the average document

length of the corpus and the value of 0.05 on average allocates

5% of probability mass for mixing. Afterwards for every 40

Gibbs sampling iterations, α is learned directly from data us-

ing maximum-likelihood estimation [22, 23]:

(αc
z,l)

new ←
αc

z,l

∑
d[Ψ(Nd,z,l + α

c
z,l

) − Ψ(αc
z,l

)]∑
d[Ψ(Nd,l +

∑
l′ α

c
z,l′

) − Ψ(
∑

l′ α
c
z,l′

)]
. (11)

Setting β. The Dirichlet prior β is first initialised with a

symmetric value of 0.01 [22], and then modified by a trans-

formation matrix λwhich encodes the supervised information

from the labelled feature learned from the training data.
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Setting γc. We empirically set the symmetric prior γc =

(0.05 × N̄)/(T × L), where the value of 0.05 on average allo-

cates 5% of probability mass for mixing.

3.4 Modelling the associations between sentiment-bearing

topics and sentences.

Existing models can only learn topic-word and topic-

document associations as they operate on bag-of-words fea-

tures at the document-level, with the sentential structures of

the corpus being ignored. Therefore, we adopt a computa-

tional mechanism [7] that can uncover the association be-

tween a sentiment-bearing topic and the underlying sentences

of a corpus. First, we preserve the sentential structure of each

document during the corpus preprocessing step (see §4 for

more details). Second, modelling topic-sentence relevance is

essentially equivalent to calculating the probability of a sen-

tence given a sentiment-bearing topic p(sent|z, l). The poste-

rior inference of our model, based on Gibbs sampling, can re-

cover the hidden sentiment label and topic label assignments

for each word in the corpus. Such label-word assignment in-

formation provides a means for re-assembling the relevance

between a word and a sentiment-bearing topic. By leveraging

the sentential structure information and gathering the label

assignment statistics for each word of a sentence, we can de-

rive the probability of a sentence given a sentiment-bearing

topic as

p(sent|z, l) =
p(z, l|sent) · p(sent)

p(z, l)

∝ p(z, l|sent) · p(sent), (12)

where

p(z, l|sent) =

∑
w,z′,l′ ϕz′,l′,w∑
w∈sent ϕz′,l′,w

, (13)

p(sent) =
∑

z

∑
l

∏
w∈sent

ϕz,l,w. (14)

Note that p(l, z) is discounted as it is a constant when com-

paring sentential labels for the same sentiment-bearing topic.

The extracted sentences for each sentiment-bearing topic are

ranked based on their probability scores.

4 Experimental Setup

4.1 Dataset

We evaluate the performance of our model for contrastive

opinion mining on two datasets with distinctive characteris-

tics: (1) the Obama Healthcare dataset1) and (2) the El Capi-

tan dataset2) [24].

Obama Healthcare dataset. This dataset contains tele-

phone interview responses of 1,014 adults regarding the

Obama Healthcare bill, out of which 45% of the responses

are for the bill and 48% against3). We choose this dataset be-

cause it has been widely used in many (contrastive) opinion

mining related studies [2, 15].

El Capitan dataset. The El Capitan dataset consists of re-

views manually annotated (with 18 topic labels and 3 senti-

ment labels in total) for various opinion mining tasks. The

dataset consists of 2,232 customer reviews, with topic and

sentiment annotations at both the review and sentence levels.

For the sentiment labels, we only concentrate on positive and

negative sentiment labels with the 2.3% of neutral reviews be-

ing ignored, since the aim of this study is to mine contrastive

opinion from text.

4.2 Preprocessing

We preprocessed the experimental datasets by first perform-

ing automatic sentence segmentation4) in order to preserve

the sentential structure information of each document. We

then remove punctuation, numbers, non-alphabet characters,

stop words, lowercase all words, and perform stemming.

Summary statistics of the datasets are shown in Table 2.

4.3 Baselines

There are a few lines of study on contrastive opinion mining

and viewpoint detection from textual data, which share the

spirit of the proposed contraLDA model. We describe below

the most relevant models which we employ as baselines in

our experiment.

TAM model. The Topic Aspect Model (TAM) [13] jointly

discovers topics and aspects which represent opinion per-

spectives. In the generative process of TAM, topic and as-

pect mixtures are sampled independently. In contrast, con-

traLDA models the dependency between topics and opinions

and samples sentiment and topic labels simultaneously.

ccLDA model. The Cross-Collection LDA (ccLDA) model

[4] detects the similarities and differences in topics between

cultures from comparable blogs and forums. ccLDA assumes

that the opinion perspective of a document is a known priori

1) http://www.gallup.com/poll/126521/favor-oppose-obama-healthcare-

plan.aspx
2) https://github.com/eibeke/El-Capitan-Dataset
3) NB: the remaining 7% neutral responses are ignored.
4) nltk sentence segmentation
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Table 2 Dataset statistics.

Dataset
Documents Sentences

# of Words Vocab. size
Total num. Avg. length Total num. Avg. length

Obama Healthcare
For 434 16.4 574 12.6 6,577 1,188

Against 508 17.1 684 12.8 7,719 1,395

El Capitan 2,232 80 10,348 17.3 178,668 17,873

since perspectives are determined by the collection a docu-

ment belongs to.

VODUM model. The Viewpoint and Opinion Discovery

Unification Model (VODUM) model [11] jointly discovers

viewpoints, topics, and opinions from texts in an unsuper-

vised setting. VODUM requires a bimodal dataset in which

topical words and viewpoint specific opinion words are par-

titioned using part-of-speech (POS). Unlike VODUM, con-

traLDA and other baselines do not require POS tagging in

preprocessing.

5 Experimental Results

In this section, we evaluate the performance of our model

for contrastive opinion mining based on the two datasets

described above. For the results reported for topic coher-

ence (§5.1), contrastive opinion analysis (§5.2), and opin-

ion contrastivenss (§5.3), contraLDA is trained with weakly-

supervised learning as all the baseline models are weakly-

supervised. For the classification results reported in §5.4,

contraLDA is trained with fully-supervised learning.

5.1 Topic coherence

We first quantitatively measure the coherence of the extracted

topics by our model and compare the results against a num-

ber of baselines, namely, TAM [13], ccLDA [4], and VO-

DUM [11]. Topic coherence is a metric for measuring the

quality of the extracted topics. This metric, in contrast to per-

plexity and likelihood, has been shown to be highly consis-

tent with human experts in the task of assessing topic qual-

ity [25, 26]. Specifically, we employ normalised pointwise

mutual information (NPMI) [27] to measure the semantic co-

herence of topics as it has been shown in a number of studies

that NPMI outperforms other metrics for measuring topic co-

herence [28, 29]. Formally, NPMI is defined as

NPMI(wi,w j) =
PMI(wi,w j)

− log(p(wi,w j))
, (15)

where

PMI(wi,w j) = log2

p(wi,w j)

p(wi)p(w j)
. (16)

For both experimental datasets, we run our model and

the baseline models with two sentiment labels (i.e., posi-

tive and negative), and vary the topic number setting T ∈

{5, 10, 20, 30, 40, 50} (in a weakly supervised setting). For

fair comparison, we set our model and all baseline models5)

with the same topic-word distribution hyperparameter, i.e.,

β = 0.01 [30]. The document-topic distribution hyperparam-

eter α is set to 0.1 for all models according to the original de-

fault setting described in [13]. For each model, we ran Gibbs

sampling 5 times with 1000 iterations each run. We then av-

erage the topic coherence scores for each model over those 5

independent runs, as reported in Fig. 2.

As can be seen from Fig. 2, there is a general pattern for all

tested models, where the coherence score of the extracted top-

ics decreases as a larger number of topics K being modelled.

This is inline with the observations of [19, 26], who discov-

ered that as the number of topics increases, lower-likelihood

topics tend to be more incoherent, resulting in lower coher-

ence score for topics. It is also observed that topics extracted

from the El Capitan dataset are more coherent than the topics

from the Healthcare dataset. This is likely due to the fact that

documents of the Heathcare dataset are much shorter than

that of the El Capitan dataset (cf. Table 2), i.e., in short docu-

ments, word co-occurrence patterns are more difficult to dis-

cover and hence resulting in less coherent topics. In terms of

individual models, our model consistently achieves a higher

coherent score than all baseline models. For instance, when

compared with the best baseline VODUM, our model gives

over 8% and 15% averaged improvement on the El Capitan

dataset and the Healthcare dataset, respectively. This demon-

strates the capability of the proposed contraLDA in extracting

coherent and meaningful topics.

5.2 Contrastive opinion analysis

In this section, we qualitatively evaluate our model in the

task of discovering contrastive opinions. For the Healthcare

dataset, all models were trained with 5 topic and 2 sentiment

5) For the TAM model, β is the prior for document-aspect distributions

and ω the prior topic-word distribution (which is equivalent to β in the other

models). Therefore, we set ω = 0.01 and use the default value for β = 1.0

following [13].
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Fig. 2 Topic coherence analysis using NPMI.

labels following [2]. In terms of the El Capitan dataset, mod-

els were trained with 18 topics and 2 sentiment labels.

5.2.1 Mining contrastive opinions from text

The top panel of Table 3 shows 6 contrastive opinion topic

pairs extracted by our model for both datasets, with each

topic represented by the top 10 topic words. Note that a topic

pair such as (Topic0+, Topic0-), expresses contrastive

opinions towards the same topic Topic0, with ‘+’ and ‘-’

indicating the topic sentiment orientation. For instance, the

two topics under Topic0 show contrastive opinions about

the proposed healthcare bill. Topic words such as need, bet-

ter, afford extracted by contraLDA model indicate support

for the bill, whereas words such as debt, cost, control show

people’s concern towards the bill. Topic2 is likely about the

effect of the bill on the country’s economy, in which we see

Topic2+ seems to convey arguments from the for group that

the bill is good and better, whereas by inspecting Topic2-,

the against group is likely to hold reservation about this idea

(i.e., bad and expensive). The right panel of Table 3 presents

the contrastive opinion topics extracted from the El Capitan

dataset, which contains a lot of highly controversial opinions

regarding this Mac operating system6). For instance, the topic

Performance+ suggests that some people feel the sys-

tem performs better and app runs faster, whereas the nega-

tive topic Performance- seems to show highly contrastive

opinion that people have bad experience after upgrade, e.g.,

app crashes or freezes, and mac becomes slow.

For comparison, we also show 6 contrastive opinion topic

pairs extracted by the VODUM model, i.e., the baseline

model with the best topic coherence score (cf. Fig. 2). The

topics extracted by VODUM, as shown in the bottom panel of

6) NB: Performance, Office and Yosemite are label information

from the El Capitan dataset.

Table 3, were aligned with the topics extracted by contraLDA

automatically using pointwise mutual information [28,31]. It

is observed that the contrastive topic pairs extracted by VO-

DUM are either not coherent enough (i.e., difficult to inter-

pret) or contain overlapping sentiment words, which make the

viewpoints difficult to differentiate. For instance, both topics

under Performance contain negative sentiment words like

slow and old. In contrast, the sentiment-bearing topics ex-

tracted by our model are much more distinctive and crisp,

which convey clear viewpoints.

5.2.2 Extracting relevant sentences for supporting opinion

understanding

Although the topics discovered by contraLDA are meaning-

ful and convey plausible contrastive opinions, it is still im-

possible to accurately interpret the meaning of the extracted

topics solely based on its multinomial distribution, especially

when one is unfamiliar with the topic domain. For exam-

ple, topic words such as crash, slow and freeze under topic

Performance- of the contraLDA model express clear neg-

ative sentiment. However, it is impossible to tell whether the

sentiment is targeted to the aspect word app or mac. To ad-

dress this gap and to gain deeper insight to the opinion en-

coded in the topics, we employed a mechanism [7] (as de-

scribed in §3.4) to extract the most relevant sentences for

sentiment-bearing topics, which can facilitate accurate under-

standing and interpretation of the topics discovered.

Table 4 shows the extracted top sentences (ranked based

on Eq. 12) for each sentiment-bearing topic. For instance,

the extracted top sentences for Topic2 “Updating will be

good for the economy” and “I think it’s a detriment to the

economy” show that topic words under Topic2+ suggest

that the Obama Healthcare will help the economy, while

Topic2- contrastively indicates that the proposed health-
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Table 3 Contrastive opinion topic examples and the top rated sentence for each topic. Left: Healthcare dataset; Right: El Capitan.

Healthcare El Capitan

Topic0 Topic2 Topic3 Performance Office Yosemite

+ - + - + - + - + - + -

contraLDA

healthcar healthcar economi compani insur cost work crash offic offic yosemit yosemit

peopl govern compani economi healthcar uninsur run work microsoft use work upgrad

need money countri dont compani insur perform time compat work time destroy

countri control good healthcar work peopl faster app quick microsoft downgrade slow

better involv better poor peopl chang app use fine ms restor work

everybodi debt need worse pay increas smooth slow work crash issu mac

provid owe help bad health health new mac updat issu instal bad

afford moni way expens believ america pro open upgrad word machin problem

system cost go dollar need debt macbook freez new excel macbook maverick

insur person think high think expens better just didn appl revert appl

VODUM

healthcar afford want economi insur think pro pro updat work new new

think need think american peopl go updat run work updat like like

go think economi agre realli medicar el upgrad use use great realli

need healthcar compani expens high just instal el open just yosemit updat

don abl pre pay got read run updat app open el yosemit

better like exist involv like understand upgrad new upgrad el better great

good expens public go won insur perform instal just instal updat use

like get need just big elderli old slow like run make good

help realli abl think help believ slow work el upgrad use os

pay don like save hospit want late old slow app os love

Table 4 Top sentences extracted based on the contraLDA model. NB: italic denotes words also appear in the corresponding topic.

Healthcare El Capitan

Topic0 + We need affordable healthcare for everyone. Performance + So much better than before, and apps run faster too.

Topic0 - It’s going to drive the cost of our healthcare up. Performance - Computer slows down dramatically, programs freeze.

Topic2 + Updating will be good for the economy. Office + Office 2016 opens quickly with no issues.

Topic2 - I think it’s a detriment to the economy. Office - Update:Office apps tend to crash after the update!

Topic3 + Need to provide insurance for the uninsured people. Yosemite + So I downgraded back to Yosemite and - hey presto!

Topic3 - It doesn’t address the cost of insurance. Yosemite - My 2010 iMac was destroyed by Yosemite.

care system will be detrimental to the economy. The top

sentences for the Office topic show that some customers

recorded an improvement with their office app (e.g., “Office

2016 opens quickly with no issues”), while others are un-

happy with the office app (e.g., “Update: Office apps tend

to crash after the update”). In a similar vein, the extracted

sentences for the Performance topic help to clarify that

while some people have an update with a system performance

boost, others witnessed a dramatic performance drop. The ex-

tracted top sentences also help reveal the dependencies be-

tween topic words, which are essential for better interpre-

tation of the topic. For instance, the sentence extracted for

Performance- reveals that the sentiment word freeze ac-

tually describes the aspect word apps, and that the sentiment

slow is directed to the computer, i.e., “Computer slows down

dramatically, apps freeze”.

To summarise, the top sentences extracted by our ap-

proach can effectively bridge the gap between the topic word

distributions and the opinion encoded within the topic, and

hence can greatly help facilitate sentiment-bearing topic un-

derstanding and interpretation.

5.3 Analysis of opinion contrastiveness

In the previous section, we qualitatively analyse the con-

trastive opinion topic pairs extracted by the contraLDA

model. In this section, we further study the problem of quan-

tifying the strength of opinion contrastiveness towards the

topic of interest. We approach this by computing the promi-

nence score for each sentiment-bearing topic extracted by

contraLDA given a corpus c. The prominence score is de-
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Fig. 3 Analysis of topic prominence and sentiment contrastiveness. NB: blue bar indicates the overall prominence of contrastive topic pair; green bar

indicates the strength of a positive sentiment topic, and red bar for negative sentiment topic.

fined as

P(z, l) =
1

|D|

D∑
d=1

P(l|z, d)P(z|d)

=
1

|D|

D∑
d=1

θd,z · πd,z,l, (17)

where D is the total number of documents in the corpus. Thus

the prominence for topic z in a corpus can be derived as

P(z) =
∑

l

P(z, l). (18)

Fig. 3 shows some contrastive opinion topic pairs ordered

by their prominence in the corpus, where the pairs with the

highest prominence scores (calculated based on Eq. 18) are

placed on the top. One of the benefits of modelling topic

prominence and sentiment contrastiveness is that it gives a

quick overview of the notable topics and the sentiments to-

wards them, which allows one to swiftly flag topics or issues

that require immediate attention. For instance by looking at

Fig. 3, one can easily identify that for the Healthcare dataset,

Topic0 and Topic2 gained most concerns from the pub-

lic, whereas for the El Capitan dataset the most heated topics

are update and performance.

In terms of opinion contrastiveness, we see that Topic2,

which conveys opinion about the effect of the proposed

healthcare system on the economy, received quite balanced

positive and negative sentiment magnitude. In contrast, for

Topic3, negative opinions on the cost of insurance signif-

icantly outweigh positive opinions. By inspecting the topic

words and the representative sentences in the corpus, many

people expressed concern about the cost, e.g., “It’s going

to cost us too much and won’t cover what is expected."

In terms of the El Capitan dataset, we can see that topics

Performance and Update are skewed towards the neg-

ative sentiment, indicating that a majority of customers ex-

perienced a performance drop after upgrading to El Capitan.

Interestingly, for the Yosemite topic, positive sentiments

toward the topic clearly outweighs the negative sentiments.

By examining the corpus, we found that many people actu-

ally expressed that they preferred using Yosemite compared

to the unstable El Capitan, e.g. “So I downgraded back to

Yosemite”.

5.4 Sentiment and topic classification

Our last experiment focuses on the task of sentiment and topic

classification. When performing classification, training and

testing data are normally prepared in the same modality, i.e.,

both at the document or the sentence level. In this experiment,

we further explore the effect on classification performance

when the data modality for training and testing are different

based on the El Capitan dataset, i.e., train on documents and

test on sentences, and vice versa. Note that sentiment classi-

fication in our experiment is a binary classification task in-

volving positive and negative labels only. Topic classification

is multi-class classification with 18 different labels. Since the

baselines used in the previous section are weakly-supervised,

we compare the overall performance of contraLDA (in super-

vised setting) with two supervised topic models (i.e. labelled

LDA [32] and supervised LDA [33]), the Naive Bayes model

(NB), SVM, as well as a deep learning baseline i.e. Convo-

lutional Neural Network for Sentence Classification (CNN-

SC) [34]. Recall, Precision and F1 score are used as evalua-

tion metrics, and we report the results based on 5-fold cross

validation, which are summarised in Tables 5 and 6.

Overall, it can be seen from Tables 5 and 6 that both

NB and SVM consistently outperform the supervised topic
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Table 5 Sentiment classification results on the El Capitan dataset. (NB: data in bold indicates the best overall results.)

Trained on Tested on
Naïve Bayes SVM sLDA L-LDA CNN-SC contraLDA

Prec. Rec. F1 Prec. Rec. F1 Prec. Rec. F1 Prec. Rec. F1 Prec. Rec. F1 Prec. Rec. F1

Sentence
Sentence 79.4 77.8 78.6 76.2 75.1 75.6 74.0 75.0 74.5 72.5 67.5 69.9 79.0 78.4 78.7 80.0 80.2 80.1

Review 89.5 89.2 89.3 88.1 87.5 87.8 79.2 78.8 79.0 74.5 70.3 72.3 89.3 88.9 89.1 90.4 89.9 90.1

Review
Sentence 81.2 80.6 80.9 74.4 72.8 73.6 70.9 72.3 71.6 77.8 75.6 76.7 80.1 79.8 80.0 76.3 75.9 76.1

Review 84.8 82.8 83.8 75.9 73.9 74.9 78.5 78.6 78.5 84.0 82.6 83.3 84.6 85.4 85.0 84.9 84.4 84.6

Table 6 Topic classification results on the El Capitan dataset. (NB: data in bold indicates the best overall result.)

Trained on Tested on
Naïve Bayes SVM sLDA L-LDA CNN-SC contraLDA

Prec. Rec. F1 Prec. Rec. F1 Prec. Rec. F1 Prec. Rec. F1 Prec. Rec. F1 Prec. Rec. F1

Sentence
Sentence 49.7 50.1 49.9 60.6 57.3 58.9 34.1 37.9 35.9 43.5 42.3 42.9 72.0 70.0 71.0 48.1 48.3 48.2

Review 58.3 53.2 55.6 47.7 39.3 43.1 38.0 32.6 35.3 49.6 48.4 49.0 58.5 58.1 58.3 64.6 54.3 59.0

Review
Sentence 44.3 35.8 33.0 58.5 37.4 37.3 24.3 22.9 23.6 40.0 37.7 38.8 52.0 51.6 51.8 42.5 42.0 42.2

Review 32.9 33.7 33.3 45.8 46.8 45.3 27.9 33.5 30.4 36.1 34.8 35.4 56.2 57.1 56.7 37.0 37.9 37.4

model baselines (i.e, sLDA and L-LDA) for both sentiment

and topic classification. In terms of NB and SVM, it is ob-

served that NB performed better than SVM in sentiment clas-

sification for all settings, with a higher margin from 2.7% to

8.8% in F1. However, SVM generally outperformed NB on

topic classification, especially when both trained and tested

at the sentence level. The proposed contraLDA outperformed

all baselines in sentiment classification when trained on sen-

tences. For topic classification, contraLDA achieved the best

classification results when trained on sentences and tested on

reviews. The deep learning approach (CNN-SC) achieved the

best overall performance for topic classification. Especially,

when trained on sentences and tested on sentences, CNN-SC

gives a much higher F1 score (i.e., 71.0%) than all other com-

parison models, demonstrating its superior capability in han-

dling large numbers of classes in classification.

One interesting finding from the experiment is that train-

ing and testing on the same data modality does not neces-

sary yield the best classification result. In fact, for both sen-

timent and topic classification, most of the tested classifiers

in general performed best when trained on sentences. For in-

stance, contraLDA trained on sentences achieved the high-

est F1 scores in sentiment classification, i.e, 80.1% when

tested on sentences and 90.1% when tested on reviews. In

terms of topic classification, models trained on sentences

again achieved the best results, i.e., contraLDA performed

best when predicting review labels (i.e., 59.0%) and CNN-SC

performed best when predicting sentence labels (i.e., 71.0%).

These observations suggest that training data at the sentence

level has better feature representation for class labels, as

training data at the review level is more likely to introduce

noisy features. For instance, even though the overall senti-

ment of a review is positive, it is not unusual that it also con-

tain sentences expressing negative sentiment. Likewise, while

a sentence normally discuss a certain topic, a review is likely

to cover several topics or aspects [35].

Overall, it can be concluded that the proposed contraLDA

model gives competitive performance in both sentiment and

topic classification tasks, and models trained on sentences

yield better performance than trained on reviews in general.

6 Conclusion

In this paper, we presented the contraLDA model for auto-

matically mining contrastive opinion from either single or

multiple text collections. Experimental results on two real-

world datasets show that our model outperforms several

commonly benchmarked models in extracting more coher-

ent sentiment-bearing topic pairs which represent contrastive

opinions. In addition, we introduced a mechanism for ex-

tracting sentences from corpus that are relevant to sentiment-

bearing topics, which helps understanding and interpretation

of the topics discovered. Apart from qualitatively analysis,

we also quantitatively analysed the level of opinion con-

trastiveness towards topics of interest, which could allow one

to swiftly flag issues that require immediate attention. Lastly,

we evaluate the performance our model in the supervised sen-

timent and topic classification task, in which contraLDA out-

performs or gives comparable performance to five strong su-

pervised baselines.

In the future, we plan to investigate our approach on

datasets from more domains. Another interesting direction is

to extend the model with online learning capability, so that

the model can fit large scale of data efficiently.
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