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Abstract
Conversational agents are used to communicating with humans in a friendly 
manner. To achieve the highest level of performance, agents need to respond 
assertively and fastly. Transformer architectures are shown to produce excel-
lent performances on recent tasks; however, for tasks involving conversational 
agents, they may have a lower speed performance. The main goal of this study 
is to evaluate and propose a HoPE (Healthcare Obstetric in PrEgnancy) model 
that is tailored to pregnancy data. We carried out a dataset extraction and con-
struction process based on collections of health documents related to breast-
feeding, childcare, pregnant care, nutrition, risks, vaccines, exams, and physical 
exercises. We evaluated two pre-trained models in the Portuguese language for 
the conversational agent architecture proposal and chose the one with the best 
performance to compose the HoPE architecture. The BERTimbau model, which 
has been trained on data augmentation strategies, proves to be able to retrieve 
information quickly and most accurately than others. For the fine-tuning process, 
we achieved a Spearman correlation of 95.55 on BERTimbau augmented with a 
few pairs (1.500 pairs). The HoPE model architecture achieved an F1-Score of 
0.89, outperforming other combinations tested in this study. We will evaluate this 
approach for clinical studies in future studies.
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1  Introduction

Conversational agents (CA) are a type of software that is widely used for human-
computer communication. Additionally, these systems make use of artificial intel-
ligence (AI) software, which may involve a natural message exchange with the 
user. In general, this technology may be advantageous for marketing purposes, 
determining a geographic location, enhancing customer service, and automating 
certain operations [63].

Recent research indicates that the user’s intention to use CA to access health 
information can be extremely beneficial and is strongly influenced by the ability 
to provide realistic advice. The CA must be familiar with the correct interpreta-
tion and understand how to communicate this information to the user clearly and 
assertively [48].The conversational agent can be used in pregnant education as a 
tool for identifying and mitigating preconception health risks, thereby assisting 
African-American women with less education in this area [44].

Systems that use a text messaging service could distribute health informa-
tion in an automated manner as a lower-cost alternative for low-income pregnant 
women [120]. Agents could promote breastfeeding education through the use of 
counseling techniques, according to this study[120]. Counseling on social net-
working sites during the prenatal and postnatal period may result in improved 
maternal and neonatal health outcomes. Patient education has been incorporated 
into several different proposals. Discharges from hospitals are typically a sig-
nificant process for users, and education via conversational agents can transform 
patients into self-sufficient decision-makers responsible for all aspects of their 
care [14] [12].

Interactions with conversational agents frequently reveal useful information. 
Information can help humans make better decisions in a variety of situations. 
For example, accurate information during pregnancy can help in the prenatal 
and postpartum periods. According to the Ministry of Health, cesarean deliver-
ies accounted for 42% of births in Brazil in 2018, and in the majority of cases, 
the decision is made due to a patient’s lack of information. Numerous studies on 
patient education, in general, have been conducted over the years [12, 13, 44, 68, 
72, 99, 120]. Systems that use a text messaging service could distribute health 
information in an automated manner as a lower-cost alternative for low-income 
pregnant women [120]. Agents could promote breastfeeding education through 
the use of counseling techniques, according to this study[120]. Counseling on 
social networking sites during the prenatal and postnatal period may result in 
improved maternal and neonatal health outcomes. Patient education has been 
incorporated into several different proposals. Discharges from hospitals are typi-
cally a significant process for users, and education via conversational agents can 
transform patients into self-sufficient decision-makers responsible for all aspects 
of their care [12, 14].

The article’s main scientific contribution is to propose a model of conversa-
tion agent called HoPE (Healthy Obstetrician for Pregnancy). The HoPE model 
is a conversational agent hybrid architecture in health that focuses on information 
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delivery to your target audience: pregnant women. The proposal for information 
delivery is intended to promote pregnant women’s health literacy on topics that 
we have determined to be priorities during the thousand days of pregnancy. We 
examined some of the studies involving architectures and models of conversa-
tional health agents that have been conducted in these areas over the years.

We intend to bring two significant contributions to health computing: a new 
approach of conversational agent model architecture using transformers and ontol-
ogy structure to support pregnant doubts and a new corpus of natural language infer-
ence to the field of pregnancy health in Portuguese. The study evaluates the per-
formance of the HoPE architecture through information retrieval assessment, and 
performance evaluation for pregnancy guidelines fine-tuning.

The article is organized into six sections: Section 2 presents the background of 
key concepts, Section 3 presents the related work on architectures for information 
retrieval, Section  4 shown all architecture components of HoPE framework while 
Section 5 shows details of the proposed architecture and the experiment methodol-
ogy, Section 6 shows the results, Section 7 discussion, and Section 8 the main work 
considerations.

2 � Background

In this section, we present the concepts associated with HoPE architecture, particu-
larly theories that support the main contributions, such as the thousand days of preg-
nancy, transformer architectures, lexical retrieval, and ontology structure.

2.1 � Thousand Days Period

Based on the concept of the Lancet series [73], “Thousand Days” identify the first 
thousand days of life (encompasses the approximate 270 days of pregnancy plus the 
730 days of the baby’s first 2 years) that are critical to the health of the mother and 
child. During this time, the pregnant woman faces some challenges. Women who are 
pregnant are more vulnerable to stress. According to data from the US Pregnancy 
Risk Assessment Monitoring System, nearly 75% of postpartum mothers reported at 
least one major stressful event in the year preceding their baby’s birth in 2009 and 
2010 [102].

This period is also notorious for high levels of anxiety. If the mother is stressed 
or anxious during pregnancy, these well-established risk factors for premature birth, 
low birth weight, and infant health problems may have long-term effects on the off-
spring. Pregnancy anxiety affects approximately 21 to 25% of expectant mothers 
(e.g., excessive worry, nervousness, agitation) [64].

When confronted with these and other symptoms, women tend to seek informa-
tion to alleviate them. During pregnancy, they frequently use the internet as a source 
of information (70–97%) [15]. According to one study of pregnant women, the 
web was frequently used for seeking pregnancy information, verifying information 
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received from health professionals, social networking, social support, and electronic 
commerce (e.g., e-commerce) [52].

While the internet provides a wealth of information to pregnant women, it is 
unknown how it affects their decision-making process. Pregnant women are believed 
to be conflicted and worried during the decision-making process because they do 
not trust the information they read online [92]. Examining the impact of this habit 
on pregnant women’s decision-making can help to enhance their decision-making 
process. To create meaningful online tools, healthcare clinicians and web developers 
must understand how and why pregnant women use the internet while making deci-
sions [52].

The study of [23] carried out a survey with some of the main topics and ways that 
pregnant women look for information during the “Thousand Days.” One of the ques-
tions refers to the immediacy in the search for some information that needs speed. 
According to the vast majority of women across all demographics, family members 
are a crucial source of information about healthy pregnancy and childbirth. Women 
with children in early childhood reported that they often follow their intuition for 
decision-making. All women use the internet as a source of information. It was dis-
covered that Google and other search engines are frequently used. However, trusted 
websites, such as health guidelines-based apps, are quite popular among the groups 
surveyed [23].

2.2 � Transformer Architecture

The use of word embedding systems has been used as a feature for machine learn-
ing systems, which enables new techniques to contextualize raw text data [62]. 
Recent dataset enhancements such as GLUE [107] and SQuAD [82] have driven the 
development of natural language understanding (NLU) systems based on statistical 
approaches and embeddings.

The majority of these benchmarks, on the other hand, imply that the model has 
access to a large amount of manually labeled data. As a result, the few-shot setting 
has received attention as a critical component of testing NLU performance [65].

When compared to embeddings learned from scratch, NLU’s few-shot strategy 
to transfer pre-trained neural language representations improves downstream task 
scores [4]. More recent work, including but not limited to [1, 17], has added end-to-
end fine-tuning of language models for downstream tasks, as well as extraction of 
contextual word representations, expanding on these ideas even further.

Due to this advanced engineering, and large compute availability, state-of-the-art 
NLU’s transformer architecture has evolved from word embedding to transferring 
language models with billions of parameters achieving unprecedented results across 
natural language processing tasks [57].

The original transformer is a six-layered encoder-decoder model that generates 
a target sequence based on the encoder’s output. The encoder and decoder, at a 
high level, have a self-attention layer and a feed-forward layer. By adding an atten-
tion layer between them, the decoder can map its relevant tokens to the encoder for 
translation purposes. Self-attention enables the look-up of remaining input words at 
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various positions to determine the significance of the currently processed word. This 
is done for all input words to improve the encoding and context understanding of all 
words [96]. We present an illustration of this architecture in Fig. 1.

Transformers address a significant issue for previous architectures in terms of 
word embedding system evolution: the models were static, which meant that each 
word had a single vector regardless of context. This created dozens of new prob-
lems, not the least of which is that all possible meanings of a polysemic word will 
use the same image. Transformer architectures generated contextualized word rep-
resentations and context-aware word vectors [27, 75, 85]. Many architectures such 
as GPT-3 [32], BERT [27], and ELMO [75] have already been used frequently in 
recent studies.

The BERT (Bidirectional Encoder Representations from Transformers) model 
architecture has been regarded as the cutting-edge in tasks such as text extraction, 
question answering, and entity recognition [54]. BERT, unlike other models, does 
not provide a single word embedding after your training for each word. Given the 
complete sentence, it provides a model that generates a word integration for every 

Fig. 1   State-of-art transformer 
architecture
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word within the context of the sentence. This means that the sentences “I came to 
the bench today” and “I’m sitting on the park bench” offer the term “bank” with 
distinct representations in each of them [27]. The BERT architecture is designed in 
such a way that during training and predicting embedding, both previous and next 
words are taken into account, and attention methods are employed to retain the most 
and least significant word information in the phrase [27].

The BERT architecture is shown in Fig. 2. Being a transformer encoder, it is a 
bidirectional model because of the complexity of the encoder self-attention within 
the transformer architecture. For a large number of NLP functions, BERT provides 
an advanced method for obtaining contextualized word embedding. BERT for NLP 
proposals outperformed previous state-of-the-art results in eleven different tasks, 
including a question-answer [27].

A pre-trained BERT model acts as a way of inserting words into a given sentence, 
taking into account their context: the last word in the secret state of the transform-
er’s encoder [27, 105]. As has been evaluated in other articles [54, 110], the BERT 
model obtained good results when used for text mining in the medical literature.

Studies such as [112] used the BERT network to evaluate different methods for 
a Q&A system trained on Chinese medical data. SCI-BERT [10], which leveraged 
unsupervised pre-training on a large multi-domain corpus of scientific publications, 
was introduced in and BioBERT, which was pre-trained on biomedical domain cor-
pora (e.g., PubMed abstracts and PubMed Central full-text articles), was proposed 
in [54].

The study by [9] seeks to use the BERTimbau model trained in Brazilian Por-
tuguese to solve industry problems in a chatbot architecture. NLP models trained 
in Brazilian Portuguese are infrequent, and therefore the BERTimbau model [97] 
plays a vital role in embedding models. This model was also used in an NLU archi-
tecture for conversational agents that support the population against COVID-19 
[45]. The use of derivation of the original BERT as siamese structures was used for 

Fig. 2   Example of Bidirectional 
Encoder Representations from 
Transformers for question and 
answering
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information retrieval task in Brazilian Portuguese language in architecture for con-
versational agents [74]. Although some models trained in European Portuguese can 
be used, the nuances between languages necessitate the development of new studies 
and clinical datasets in Brazilian Portuguese [70].

While BERT has achieved new state-of-the-art outputs for downstream natu-
ral language processing tasks, the models’ findings are insufficient for some tasks 
involving time execution. One reason for this is the mechanism by which multiple 
sentence pairs must be checked during inference, which can result in a slow process 
sometimes [83, 86]. In a conversation with humans, the time response of conversa-
tional agents is critical [6]. Next section, we present Sentence-BERT (SBERT) [83], 
a derivation of BERT embedding that overcomes this type of difficulty.

2.3 � Sentence‑BERT

Regarding the different methods of the sentence embedding, the siamese neural net-
work’s architecture presents itself as a valid alternative to derive embedding from 
semantically significant sentences [83]. These structures applied to pre-trained 
BERT models have often been associated with semantic research tasks, the similar-
ity of sentences, and information retrieval [37, 83, 98].

In [108], siamese-recurrent architecture and siamese-convolutional architecture 
are used during the preliminary investigation to discover sentence similarities in the 
Chinese language. This architecture outperforms recurrent’s architectures in terms 
of accuracy.

The efficacy of these strategies with BERT was also demonstrated in the [115] 
study, which proposed a method that uses a pre-training model to encode texts sepa-
rately and then interacts with the representation vectors to generate attention weights 
and generate new vectors, allowing to be pooled and aggregated.

SBERT works over a siamese structure applied in pre-trained BERT models and 
has been applied for information retrieval, semantic research, translation, and sum-
marizing [83]. Information retrieval works on the following principle: if you feed it a 
short text string and a longer document, it will return a numeric value between 0 and 
1, indicating how closely the two are related. The SBERT model’s semantic embed-
ding runs into trouble when dealing with a few number of large documents. For this 
reason, a fine-tuning process is important to enrich this model for more accuracy.

The standard fine-tuning process uses a bi-encoder network (SBERT) on the 
labeled target dataset [83]. It works passing sentence pairs (A / B) in a neural net-
work where each sentence (A/B) yields the embedding u and v as shown in Fig. 3. 
The similarity of these embeddings is calculated using cosine similarity and com-
pared to the gold similarity score. This allows the network to be fine-tuned and rec-
ognize sentence similarity. The fine-tuning of data is limited to the upper layers of 
the pre-trained model to perform “characteristic extraction,” which allows the model 
to use the representations of each model [83].

Using a data augmentation strategy, we can train SBERT on datasets com-
prised of a few pairs (1k–3k). SBERT augments annotated or unannotated data-
sets and significantly improves results in models fine-tuned with a few data points. 
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Figure 4 illustrates the data augmentation training process. A cross-encoder net-
work is used in this strategy to label pairs of unlabeled sentences using a tradi-
tional BERT model. The cross-encoder can be trained on datasets from the sen-
tence text similarity benchmark and then applied to smaller domain data [101].

Pooling Pooling

Sentence
Representation

u

Sentence
Representation

v

Triplet Loss

Sentence 2Sentence 1
Fig. 3   SBERT’s bi-encoder structure allows you to fine-tune data to pre-trained models

Fig. 4   Sentence-BERT strategy 
for data augmentation
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2.4 � BM25 Okapi

Although the term “information retrieval” appears to encompass a broad range of 
subjects, it is most frequently used to relate to the retrieval of narrative data. Infor-
mation retrieval systems can process letters [46], newspaper [53], medical summa-
ries [35], and other things. Documents are often used to refer to certain items. When 
referring to a broader range of retrieval activities, such as document or text retrieval, 
the term “information retrieval” may be used (IR) [40].

One of the state-of-art IR models is BM25. The BM25 model has different varia-
tions [58], such we have the BM25 Okapi. The Okapi BM25 is still a popular bench-
mark for similar jobs. The Okapi BM25 provides a TF-IDF benchmark that we can 
employ. Word vectors attempt to reduce the problem’s complexity by moving away 
from TF-IDF techniques, which require us to one-hot-encode the entire vocabulary 
to work with them successfully [89]. The Okapi BM25 formula is a baseline method 
purposed for Terrier [111].

The BM25 document score is calculated for the term frequency in the document 
(f_i,|d| is the length of the document in words, and is the average document length 
in the text collection from which documents are drawn, given a query (x_1, ...x_n) 
containing keywords. (K) and (b) are free parameters that are usually chosen in the 
absence of advanced optimization. (Q_i) is the number of documents that it contains.

2.5 � Ontological Knowledge Base

The development and design of ontologies is a complex process that requires knowl-
edge management and subject matter experts. Because of the development of the 
semantic web, this type of representation has grown in popularity in recent years. 
Ontology systems rely on knowledge gained through the use of a formal language, 
which can be represented in a variety of ways. These systems are intended to gener-
ate new knowledge from previously collected data [59, 77]. In [69], it defines an 
ontology as a specific domain concept with annotations in its structure relating to 
the domain’s elements.

The ontological structure deals with a concept composition (Classes), the proper-
ties of each concept (Properties or Slots), instances (Individuals), and the limitations 
(Role Restrictions). A class defines concepts that form part of a given domain. These 
classes have many types, named subclasses. Properties are responsible for explain-
ing the features of the vaccinations as reasons for taking, possible adverse effects, 
and other details. The knowledge base creation occurs through defining individual 
instances of these classes by filling in specific properties value information and by 
limiting more properties [69].

Query = (x1, ...xn)

BM25(|d|,Query) =
(k + 1)c(fi,Qi)

c(fi,Qi) + k(1 − b + b
|d|
avdl

)
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Ontologies can also be combined into a single structure by sharing terms and def-
initions. Even though the ontology alignment generates two distinct original ontolo-
gies, these are incorporated into the link between their equivalent terms. Compatible 
ontologies can use each other’s knowledge via these connections. Ontology mapping 
generates expressions that link domain knowledge terms, which results in the formal 
structure.

This mapping can be used to relocate data instances, combine and integrate 
schemes, and carry out other tasks. The integration process creates a unique struc-
ture by assembling, extending, specializing, or adapting another ontology’s from 
various subjects [69].

Data is stored in two forms to model knowledge: A more complex structure is 
OWL (Ontology Web Language) and is a Web Language representation, which maps 
all things that the agent can infer around a domain, and a simpler structure is RDF 
(Resource Description Framework). Graphs from the RDF that specify facts and 
relationships in a straightforward manner [69]. SPARQL is a query language that is 
used to query ontology. It is a query language for knowledge extraction that connects 
the RDF structure of an ontology to the SQL language of a typical database [8, 81].

Three types of RDF data exist: IRIs, blank nodes, and literals [22] . All informa-
tion in RDF is represented as triples of the type (s, p, o), where s denotes the subject, 
p denotes the predicate, and o denotes the object. Each collection of RDF triples can 
be visualized graphically as an edge-labeled graph, with nodes representing subjects 
and objects and edges labeled with the appropriate predicates [80]. As a result, col-
lections of triples are frequently referred to as RDF graphs.

OntONeo is a healthcare domain ontology that represents knowledge from elec-
tronic health records (EHRs) used in the care of pregnant women and their babies. 
This source of information is more personal in nature, as it contains information 
from the pregnant woman’s medical record [28] (Fig. 5).

OntONeo design and development are guided by OBO Foundry principles, which 
seek to create a set of interoperable ontologies for describing biological and biomed-
ical reality. It was decided throughout its development to reuse existing ontologies 

Fig. 5   Pregnancy and child development stages represented
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from the OBO Foundry to improve interoperability with existing biological ontology 
and to leverage previously established ones. OntONeo is being built incrementally 
and iteratively. The ontology is constructed incrementally over time, with each itera-
tion’s scope predetermined. Each new version of the ontology introduces new enti-
ties and relationship [31]. Table 1 summarizes the current ontology metrics.

According to the authors of ontology [31], OntONeo, the results may not be 
applicable in other contexts because they were developed using examples from spe-
cific EHRs. The content of the ontology, on the other hand, is focused on the rep-
resentation of general entities, implying that it can be used in a variety of contexts 
within a specific domain.

3 � Related Work

This section will discuss the most recent and significant works on the subject of our 
study. We intend to approach techniques and architectures about the central concepts 
that sustain the HoPE concept.

Sentence-BERT has been used to research information retrieval systems and con-
versational agents. In [30], the CO-Search, a semantic search engine designed to 
manage complex inquiries into COVID-19 literature used siamese BERT-based and 
TF-IDF as encoders for paragraphs embeddings to perform the task.

In [114], the proposal for an end-to-end model for a question and answer sys-
tem integrating SQUAD to Anserini toolkit was made. The system uses a package 
developed by Anserini to deliver information back from the agent architecture. A 
better performance was shown by the comparison against the benchmark for this 
task. The unsupervised approach of this study achieved better results than in studies 
of similar models when comparing the correlation of embedding and probability of 
responses to queries. Using the BERT with data augmentation technique [115], the 
stage-wise method is applied to fine-tune BERT on a multitude of datasets, begin-
ning with data that are “furthest” from the test data and ending with the “closest.” 
The results presented offer performances superior to datasets in English and Chinese 
question-answering (QA).

Table 1   OntONeo ontology 
metrics

Class N

Classes 1,797
Individuals 17
Properties 452
Maximum depth 13
Maximum number of children 27
Average number of children 3
Classes with a single child 236
Classes with more than 25 children 3
Classes with no definition 625
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New data augmentation strategies were demonstrated to dynamically annotate 
paragraphs as positive or negative instances to accompany training data, which were 
then combined to fine-tune BERT. This research provides evidence that two Eng-
lish and two Chinese QA datasets can do well together [113]. The BERT model is 
also used in conjunction with conversational agents to evaluate document predic-
tion tasks, which involve a new set of public data [34]. The proposed results aim to 
strengthen the use of deep learning techniques for information retrieval tasks.

It has become increasingly common in the information retrieval field to research 
reformulation user queries and the model development and hybrid architectures 
based on this approach. The difficulty of locating appropriate documents for query 
expansion is well-known in the information retrieval field and was discussed in 
[91], which presents a novel method for identifying appropriate documents for 
query expansion in biomedical document retrieval. The proposed approach requires 
minimal human intervention to identify useful feedback documents and attempts 
to understand the relationship between query and documents in terms of document 
usefulness for query extension.

In [3], a hybrid approach to query expansion that combines statistical and seman-
tic approaches is presented. The study offers an effective weighting method based on 
particle swarm optimization (PSO) for selecting the ideal phrases for query expan-
sion. BERT accuracy is significantly greater when dealing with lengthy natural lan-
guage questions, demonstrating BERT’s ability to extract valuable information from 
complex inquiries. In [71], query expansion is used to generate improved queries for 
BERT-based rankers and exhibited outstanding experimental performance for short 
and keyword questions. Ontologies can also help with information retrieval queries. 
In [103], we investigate the feasibility and accuracy of extracting a wide range of 
clinical concepts from free-text clinical charts using a query in a commercial natural 
language processing engine in a named entity recognition and normalization task.

We intend to contribute scientifically in the field of health computing by propos-
ing an architecture model based on a conversational agent to support pregnancy 
doubts and general questions and to offer insights during this period. The studies 
of [60, 63], and [94] had already warned of the need for further studies exploring 
the combination of different techniques for conversational agent architectures. Using 
a search string (“conversational agents” OR “chatbots” OR “virtual agents”) 
AND (“hybrid”) AND (“architecture” OR “model”) AND (“pregnant” OR 
“pregnancy”) related to our aim in the period between 2017 and 2021 on Google 
Scholar platform, we found no studies that resemble our architectural model pro-
posal. In the next section, we will discuss our model, and how it aims to help preg-
nant women gain reliable insights and recommendations in a variety of contexts.

4 � HoPE Model Architecture

In this section, we presented the HoPE model architecture. HoPE is addressed to 
the needs of an audience that is constantly on the lookout for information. Preg-
nancy time can be critical for parents. The concept behind the framework is to pro-
vide access to official pregnancy guidelines. In addition, we intend to issue warnings 
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during several critical periods. The goal of this proposal is to combine semantic 
strategies to retrieve the most assertive information possible as response to questions 
from pregnant women.

The framework shown in Fig.  6 is the structure that embraces all processes 
involving the HoPE model architecture. It operates on REST architecture and can be 
accessed by various interfaces. Their structure can be linked to chat systems such as 
Facebook Messenger1. This framework’s components include the concepts of inten-
tion recognition, dialogue management, and information retrieval. The requests’ 
output is typically in JSON format, which can be parsed to extract the required 
information.

The dialog structure proposed by HoPE uses a composite of pre-defined rules, 
NLP machine learning engines, and ontology-oriented dialogs. Rule-based strategy 
is responsible for basic input or output in our conversation agent. They are rigid 
structures aimed at providing pragmatism in the conversation: greetings, goodbyes, 
initial explanations, agent feedback, and other items relevant to this type of struc-
ture. The use of buttons is one of the most used ways by rules-based chatbots, offer-
ing initial options to the user and proposing a continuity in the dialogs, and therefore 
they are also used [61]. NLP machine learning engines are usually associated with 
pre-defined rules in platforms for developing chatbots. Its classic structure aims to 
use intents, entities, and context.

An intent corresponds to an offline process in which the conversational agent is 
trained on example sentences related to that intent. This matching process is known 
as intention classification [16]. The output of this process is a score, in which the 
closest intent is retrieved. Intent classification can be supported by entities and by 
contexts. Entities aid in the correct identification of intent. They are defined with 
keywords of that intent and significantly help in recognizing the user’s intent. Also, 
the conversational agent frequently relies on context to provide an effective response. 
Context is required to make the interaction feel more natural and understandable. 

Prenatal

Labor

Postpartum

NLP

Interface

NLU Ontology Information
Retrieval 

Dictionary of
Synonyms

Knowledge  
Base

Infomation

Pregnancy  
Guidelines

Data  
Wraling

HoPE Model

Fig. 6   Support for pregnancy doubts using the HoPE model

1  https://​www.​messe​nger.​com/
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The agent uses the intent configuration to maintain conversational coherence by 
establishing contextual inputs and outputs [16].

Some of the challenges for developing conversational agents using only NLP 
engines include insufficient training, little data variability in training sets, difficulty 
with complex sentences, difficulty with unforeseen contexts, and stagnation in the 
process of detecting user intent [29, 76].

As a contribution, the HoPE model seeks to add components that will improve 
the dialogue’s conduct and precision. The dialogue manager module uses natural 
language understanding strategies and ontology to reach this aim. Tokenization, 
Part-Of-Speech, Normalization, and Stemming are the most common NLU strate-
gies used for pre-processing user input. These processes aid in the capture of entities 
of interest that were previously unforeseen during the intent recognition stage.

The model proposed here aims to manage complex dialogues, and we do so by 
utilizing ontology. Its application to management tasks has been thoroughly inves-
tigated in [20, 78, 100]. The OntONeo ontology is composed of entities that cor-
respond to domains in a pregnant woman’s electronic health record. This structure 
incorporates pre-defined relationships defined by specialists and was also used to 
structure and store content from pregnancy guidelines in our model.

This process was also aided, using a terminology dictionary based on the content 
of these guidelines. This artifact aids in the ontology queries, acting as a refinement 
for stored contents search. The information retrieval module is the component in 
charge of responding to user queries. This module includes a neural network model 
that has been pre-trained on large datasets and has a high capacity for semi-super-
vised semantic searches. In this case, we use a Sentence-BERT model, which is 
cutting-edge for this type of task. We improved the model’s capability for use in the 
HoPE model by increasing its understanding with data from the pregnant woman’s 
health.

This study’s data came from online health guidelines and protocols. The docu-
ments were compiled using data from the websites of the Brazilian government and 
health secretaries. Two gynecology professionals gathered and sent these materi-
als. Ten of the documents were in pdf format for NLP processing, with the other 
two being digitized PDFs. The thousand days pregnancy time was the focus of these 
materials. For our purposes, we determined that scientific articles and case studies 
were inadequate. In the next sections, we present the modules referring to the struc-
ture of the conversational agent in production. We divide it into three main sections: 
intent recognition, dialog management, and information retrieval.

4.1 � Intent Recognition

NLP engines are used to execute this step in the conversational agent’s structure. 
User interactions are assigned a confidence rating based on user input (0–100%). 
The confidence is contingent upon the NLP model recovering a specific intent. Tra-
ditionally, chatbot systems have relied on a threshold to determine whether an inten-
tion is recognized. Classification can succeed or fail in this case due to two signifi-
cant issues: precision (the agent rates the intention with high reliability but provides 
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the incorrect answer) and recall (the agent does not recognize the intention with sat-
isfactory reliability).

The HoPE model proposes strategies for supplementing the conversational agent 
with a new NLU, disambiguation, and classification process to increase the accuracy 
and recall coefficients. An overview of the HoPE dialog management module for the 
conversational agent architecture is provided in the next section.

4.2 � Dialog Manager

The dialog management module aims to orchestrate actions after the intention rec-
ognition phase (Fig. 7). We obtained the intent and/or recognized entities in the pre-
vious module. It is possible, however, that the intention was misunderstood or that 
an entity was missing from it. Additional natural language processing techniques are 
required to process the text and use it for full sentence comprehension. Tokenization 
refers to the breakdown of sentences into tokens, whereas Part-of-Speech refers to 
the distinction between proper and common names. We also performed a steaming 
operation and normalized all entities.

Token extraction allows for query rewriting. Each entry in our dictionary comes 
with a synonym. If an entity already has a definition in the dictionary, that defini-
tion is kept. When new terms are introduced, they are compared in the synonym 
field to their synonyms. If we come across it, we will replace it with a term from our 
ontology. Otherwise, the conversation is routed directly to the information retrieval 
module.

The entity “physical exercise” for example exists in our corpus because it is a 
common term in health guidelines. We added synonyms such as gym, cross-fit, and 
yoga to this term. To ensure that the entity recognized in the previous module is 
familiar to the conversational agent, it must first be checked in the entity diction-
ary. If the term is not an entity in the corpus but is among the related synonyms, 

Names and Proper
Names

HoPE
Synonyms
Dictionary

Names and Proper
Names

Information
Retrieval

Did you want to know more
about prenatal consultations?

Why do I have to go?
Tokenization Part-Of-Speech

Query
Reformulation

Ontology

Fig. 7   Entity extraction and treatment process by the dialog manager in HoPE architecture
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we replace it with the synonym. For instance, in the question “Can I do yoga before 
breastfeeding?”, the dictionary of terms will rephrase the sentence to “Can I exercise 
before breastfeeding?” After this phase, we use the entities as input for ontology 
research. The strategy is to retrieve responses present in individuals of the ontol-
ogy that contain these entities. Thus, a group of sentences is retrieved for the right 
domains, reducing the probability of false positives in the inference phase. Finally, 
the retrieved sentences are vectorized and incorporated into the information retrieval 
models for the last phase of the HoPE model. In case we do not find the correct 
entity, the sentence will go to the information retrieval module directly. A summary 
of the process is presented in Fig. 7.

4.3 � Information Retrieval

In this section, we show the recovery process for a user query. We incorporate the 
retrieved sentences from ontology in a list and index them in the pre-trained Sen-
tence-Bert model.

Initially, the input sentence is consolidated with the possible answers from the 
ontologies in a bi-encoder model. The model’s output should bring a retrieval of 
dense vectors from the documents closest to the user’s input. However, bi-encoders 
do not have the best performance for this type of task, as they usually recover a lot of 
false positives. Therefore, we re-ranked the bi-encoder output using a cross-encoder 
model in which we scored the relevance of all candidates for the user’s search query. 
The sentence with the highest score is chosen as a response to user input.

This module can also be activated without using the ontology output, when the 
entry sentence is “out-of-scope.” If no entity or name is found, we try to respond to 
the user using the Sentence-BERT model with pre-computed response embedding in 
clusters. In this case, we preload the representations of the paragraphs in indices and 
cluster them using the approximate nearest neighbor (ANN) search.

ANN search is a relevant strategy that preprocesses a set A of N vectors so that 
given a query vector b, an (approximately) closest vector can be found efficiently 
[87]. After recovery happens, we return the K=1 response with the highest score. In 
this way, the module works as a last attempt at information retrieval, without going 
through ontology management. The big difference here is that instead of using a 
supervised keyword search strategy in the ontology and returning the paragraphs 
referring to these terms, we use an unsupervised clustering strategy, with groupings 
that the ANN strategy will perform.

Following that, the HoPE information retrieval module will present three options: 
respond with a relevant and correct score (greater than 65%), respond with a relevant 
and incorrect score, or respond with an irrelevant score. In conversational agents, an 
irrelevant score is frequently defined as a fallback.

A fallback value is less than a predefined threshold, indicating that we lack an 
adequate response to the question. This coefficient can be defined empirically via 
observational analyses of the experiments conducted, as well as through the use of 
static data such as weighted averages and standard deviation.
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5 � Materials and Methods

This section details the materials and methods used in our study. The HoPE architecture 
offers different contributions in its structure. The present work aims at the application of 
two evaluations: the first one is based on Sentence-BERT evaluation, seeking to iden-
tify which model had the best performance to integrate in HoPE. The second evalua-
tion aimed to perform inference tests, using the structure with the proposed dialog man-
ager. Details about the corpus construction, ontology, and dictionary structure, as well as 
parameters for training the models and evaluation metrics, are provided below (Fig. 8).

5.1 � Corpus Construction

The first step in the text processing process is scanning digital documents. The AWS 
TextExtract2 service is used to extract text from these documents and convert it to 
the .txt file format, which allows us to manipulate the document. Likewise, editable 
pdf files have been converted to .txt format. The texts were then tokenized, with 
any unnecessary images or tables removed. This is accomplished by combining 
Pypdf23), functions with the tokenization and structuring capabilities of the NLTK4 
and Pandas5 packages.

NLP Engine

Tokenization 

Intent
Recongition 

Intent
Recongition 
Low Score 

POS

Query 
Reformulate

Ontology 
Dictionary

Predefined
Answer

ONTONEO 
Ontology

Intent
Type

Sentence-BERTPregnant

Score
Intent Recognition Dialog Manager Information Retrieval

Fig. 8   Conversational agent architecture in production environments

2  https://​aws.​amazon.​com/​pt/​textr​act/
3  https://​pytho​nhost​ed.​org/​PyPDF2/
4  https://​www.​nltk.​org/
5  https://​pandas.​pydata.​org/
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Following that, these documents were reviewed manually to ensure no line break 
adjustments or extraction failures occurred. Some sentences carry the context of the 
preceding sentence, resulting in tokenized paragraphs. We chose human review over 
other computational approaches for text adjustment because it is more assertive. The 
procedure resulted in the creation of a corpus containing 7.077 documents. This 
content was used for two purposes: building a knowledge base for conversational 
agents and fine-tuning Sentence-BERT model training. Table 2 presents the distribu-
tion with the main topics present in the corpus.

Table 2   The distribution of 
percentages by corpus topic

Topic N

Gestational Symptom’s 26%
Gestational Information 19 %
Nutrition 18 %
Illnesses 10 %
Vaccination 10 %
Gestational Risks 5%
Exams 4.5 %
Breastfeeding 3.5 %
Medication 3 %
Physical Exercises 1%

Pregnancy 
Guidelines

Sentence Pairs

Negative Pairs

Positive Pairs

Drop Pair-
Duplicated

Human
Judgment

Imbalanced
data handling 

O melhor cenário
para gestação é a
partir dos 19 anos 
e preferecialmente
antes dos 35 anos. 

É consenso que a faixa
etária de 19 a 35 anos é

ideal para a gravidez, pois
nessa fase da vida é

possível evitar as
tribulações emocionais da
adolescência e também as

condições endócrinas e
metabólicas adversas da

pré-menopausa.

O melhor cenário
para gestação é a
partir dos 19 anos 
e preferecialmente
antes dos 35 anos. 

Atualmente estão
disponíveis aplicativos

gratuitos para calcular a
idade gestacional e a

data provável do parto a
partir da data da última

menstruação ou da
idade gestacional obtida
por ecografia obstétrica. 

Fig. 9   An example of positive and negative pairs is present in our base. Positive pairs (pregnancy is best 
starting at the 1 year and ending before the age of 35 years. The best scenario for pregnancy is from the 
age of 19 and preferably before the age of 35). Negative pairs (pregnancy is best starting at 19 years and 
ending before the age of 35 years. Currently, free apps are available to calculate the gestational age and 
the probable date of delivery from the date of the last menstrual period or the gestational age obtained by 
obstetric ultrasound)
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The data must be organized in a specific format for the evaluation phases. Fig-
ure 9 illustrates a comprehensive view of this process. We begin by organizing the 
domain’s data in the following manner: (Q1, Q2, Score). The process of training 
Sentence-BERT networks with the data augmentation strategy does not need labeled 
data, but rather organized data in pairs. When training Sentence-BERT networks, the 
data is not provided in the labeled form, but rather in pairs. We used unsupervised 
Sentence-BERT models to speed up, producing positive sentence pairs through 
semantic similarity. The objective was to find similar or almost similar pairs, which 
we empirically understood would be the minority. We used 12 guidelines in our 
study, and we expect that there would be similar issues between the documents.

We employ a semi-supervised annotation process based on [101] to implement this organ-
ization. Using our dataset, we randomly select a sentence/paragraph from the set (X), retrieve 
the top 100 results using the cosine similarity distance, and then randomly select a sentence 
from the top 100 results (Y). The annotations (X, Y) are then applied using a score (Z) 
between 0 and 1. At the end of this process, we had 2.098 pairs with a similarity score of 1.

We carry out a few more preprocessing steps such as removal of duplicate pairs, 
human judgment, and class balancing. The removal of duplicate pairs was the removal of 
identical sentences (A, B) that resulted from the pair generation procedure. Six hundred 
sixty-four pairs remained. We reviewed the pairs with a human judgment step to declare 
whether they were similar or not. We identified about 325 paragraphs with similar con-
tent written in different ways. The authors and two medical researchers re-written 275 
phrases to increase the positive examples. We focused on providing sentences with the 
same meaning but rewritten and of smaller size to adjust the model to deal with size 
asymmetries between short and long sentences. Previous studies [2, 51, 119] pointed 
out that for better evaluation results, balancing examples was an important feature. After 
this stage of data organization, we had 600 positive and 900 negative random pairs. This 
dataset is sufficient for fine-tuning the Sentence-BERT neural network [2, 83].

5.2 � Pregnancy Dictionary of Entities

We created a query reformulation strategy as well as an entity dictionary. We 
extracted personal and proper names from each paragraph corpus. These terms were 
used to search the WordNetPT ontology6 for synonyms for each entity. The authors 
added the synonyms that were not found in ontology (e.g., specific medical terms). 
Synonyms are normalized and stemmed before being added to the dictionary as val-
ues alongside the corresponding term. The strategy, in this case, is to map whether 
the input entities exist in our dictionary.

5.3 � Ontology Procedures

To help understand the user query and be more assertive in retrieving responses, we 
use ontology as a structure for the chatbot. The OntONeo ontology was used to play 

6  https://​github.​com/​recog​nai/​spacy-​wordn​et
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this role in our work. This ontology is based on electronic medical records of preg-
nant women, and it contains concepts and relationships that are similar to the con-
tent of the knowledge base used in our study. The offline process involving the Data 
Property population of ontology with our data. We store each sentence in a Data 
Property in the ontology. Each sentence is stored as a text rdf: comment, as well as 
a label to identify the intent of that paragraph. An example: rdf:comment Avoid eat-
ing fried foods and bacon every day rdf:label (Can I eat bacon during pregnancy?). 
Thus, for each semantic search based on entities extracted from the sentence, the 
query will return a set of documents related to those terms. The information retrieval 
module will perform the task of re-ranking and understanding which answer is cor-
rect and if there is a correct answer (Fig. 10).

5.4 � Fine‑Tune Procedures

In the HoPE architecture proposed in our work, the Sentence-BERT or simply 
SBERT model is used to train an NLU system based on data from health pregnancy 
guidelines. This system aids in information retrieval by providing a method to com-
pute dense vectors using state-of-the-art transformer networks.

We use the traditional fine-tuning strategy as well as the data augmentation strat-
egy proposed [83] for our experiments. The data augmentation strategy is the most 
appropriate for the corpus type we are using here. We chose this approach due to the 
lack of labeled data.

Training a cross-encoder layer on a benchmark dataset, labeling domain data with 
the cross-encoder, and training a bi-encoder on the labeled domain data are the three 
phases of data augmentation. The first phase of training can begin with the design 
of the cross-encoder. For this purpose, the approach suggests selecting a benchmark 
dataset within the chosen task. This dataset is also referred to as a “gold dataset.”

The ASSIN2 benchmark was chosen because it is already used for sentence text 
similarity (STS) tasks and be trained in general vocabulary examples. The goal here 
is to train a cross-encoder model using knowledge transfer. The ASSIN2 dataset is 

Fig. 10   Relationship of data properties and classes
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widely used in Brazil to evaluate supervised STS systems. The training and valida-
tion datasets contained 6.500 and 500 pairs of annotated Brazilian Portuguese sen-
tences, respectively, for inference and semantic similarity. The semantic similarity 
values ranged from 1 to 5, with the entailment and no inference classes. The test 
dataset contains approximately 3.000 pairs of sentences that contain the same lin-
guistic phenomena and annotations as the training dataset. All data was gathered 
manually.

The second step is to label our dataset, which is also referred to as the “silver 
dataset.” As suggested by the strategy, we must normalize the data scores (between 
0 and 1) for binary classification tasks. In this case, we use the newly trained cross-
encoder in a benchmark to determine whether our data needs to be labeled. This is 
accomplished using the pre-trained SBERT model. This step is responsible for con-
ducting semantic research, which entails comprehending research content via lexical 
correspondence, context, and synonyms. As a result, we reranked models and opti-
mized retrieval according to our answers. All processes are depicted in Fig. 11.

For all training performed, we used 256 max length for the tokenization layer and 
a MEAN-pooling strategy. We run 1000 evaluations steps and use the ADAM opti-
mizer for all models. These parameters are frequently used in studies that perform 
training in Sentece-BERT networks [83].

Furthermore, we set two distinct loss functions: for cross-encoders TripletLoss 
and bi-encoders MultipleNegativesRankingLoss. The triplet loss algorithm tunes the 
network given an anchor sentence a, a positive sentence p, and a negative sentence 
n, such that the distance between a and  p is less than the distance between a and n. 
MultipleNegativesRankingLoss was chosen as the bi-encoder function loss because 
it is widely considered to be the optimal function loss for training embeddings for 
retrieval setups containing positive pairs (e.g., query, relevant doc) [39]. The hyper-
parameters that were customized for each specific model are listed in Table 3.

Batch sizes were determined based on the model’s performance in the execution 
environment to maximize efficiency. The number of epochs used to train the cross-
encoder and bi-encoder layers was adjusted based on the model’s performance. We 
iterated over this hyper-parameter until we found the optimal coefficient without 
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over-fitting. The learning rate for the para was reduced because it performed better 
at this rate.

5.5 � First Evaluation: Pre‑trained Portuguese Sentence‑BERT Models for Retrieval 
Pregnancy Information

We conducted two assessments: the first evaluated the quality of embedding gener-
ated, and the second assessed the models’ performance on our validation and test 
data using similarity metrics. We chose three major models to participate in this 
evaluation to facilitate comparison. Table 4 summarizes them.

The BERTimbau model is pre-trained on data from the brWaC corpus. This cor-
pus is a multidomain dataset, composed of 2.7 billion tokens annotated with tag-
ging and parsing information. The number of web pages contributing to this set is 
120,000 [106]. Another model used is the Sentence-BERT paraphrase Multilingual. 
It is pre-trained on a machine reading comprehension (MS-Marco) corpus proposed 
in [67], which offers a large dataset extracted from real web documents using the 
most advanced version of the Bing search engine. About 100,000 queries are present 
in this dataset, which is widely used for information retrieval tasks. For our study, 
we used its translated version into Portuguese.

The last model used was the traditional BERT-Multilingual, trained on millions 
of Wikipedia articles and translated into Portuguese [27]. Among the main differ-
ences between these models, the BERTimabau model was developed and uses a 

Table 3   Specific hyper-parameters for model training

Training parameters

BERTimbau BERT-Mult. Paraphrase

Parameters Cross-Enc. Bi-Enc. Cross-Enc. Bi-Enc. Cross-Enc. Bi-Enc.

 Batch size 16 12 16 8 16 12
Learning rate 2e-5 2e-5 2e-5 2e-5 2e-1 2e-1
Epochs 8 10 8 5 5 1

Table 4   Pre-trained BERT 
models used in fine-tuning 
cross-encoder

a https://​huggi​ngface.​co/​neura​lmind/​bert-​base-​portu​guese-​cased
b https://​huggi​ngface.​co/​sente​nce-​trans​forme​rs/​parap​hrase-​multi​lingu​
al-​MiniLM-​L12-​v2
c https://​huggi​ngface.​co/​bert-​base-​multi​lingu​al-​cased

N Model Citation Corpus

1 BERTimbaua [106] brWaC
2 Paraphrase-Multilin-

gual-MiniLMb
[83] Microsoft-Multilingual

3 BERT-Multilingualc [27] Wikipedia
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pre-trained dataset constituted in Brazilian Portuguese, unlike the other two models 
which were translated.

For this experiment, we split the data into sets of training, validation, and test. 
From 1.500 paragraphs/sentences in our corpus. We allocated 80% to training, 10% 
to validation, and 10% to testing. We also present the metrics used to evaluate mod-
els. The Spearman and Pearson correlation coefficients were used to analyze the 
cross-encoders training phase, evaluating the embedding similarity. These coeffi-
cients have been extensively used in previous works to accomplish this task [55, 83].

Spearman’s correlation coefficient, a rank-based alternative to Pearson’s correla-
tion coefficient that works with non-normally distributed and non-linear variables, 
is a rank-based alternative to Pearson’s correlation coefficient. Its application is not 
limited to continuous data analysis; it can also be applied to ordinal attribute analy-
ses.[24].

The Pearson correlation Pc coefficient is the most frequently used metric for deter-
mining linear correlations between two normally distributed variables; it is occa-
sionally abbreviated as the “correlation coefficient.” Pearson’s coefficients are 
frequently estimated using a least-squares fit, with 1 indicating a perfect positive 
relationship, -1 defining a perfect negative relationship, and 0 denoting no relation-
ship between variables [11].

Some distances are used in the bi-encoder evaluation. We have collected a few of 
them here. The Euclidean distance is a distance metric between two points or vec-
tors in a two- or multidimensional (Euclidean) space that is based on Pythagoras’ 
theorem. Squaring the sum of the squared pair-wise distances in each dimension 
yields the distance [56].

Another evaluation metric is cosine similarity. The cosine similarity of two n-dimen-
sional sample vectors determines their direction, regardless of their magnitude. It is 
calculated by taking the dot product of two numeric vectors and normalizing the 
result by the vector length product, with output values close to 1 indicating a high 
degree of similarity [56].

The Manhattan distance is used to determine the distance between two real-val-
ued vectors or points. It is calculated by adding the absolute differences in their 
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Cartesian coordinates. The Manhattan distance, defined for a plane containing a data 
point p1 with coordinates (x1 y1) and its nearest neighbor p2 with coordinates (x1 
y1), can also be used (x2, y2). A comparable connection can be defined in higher-
dimensional space [36].

The last metric used for evaluation in this experiment was the dot product, which is 
equal to the sum of the product of the horizontal components and the product of the 
vertical components [50].

5.6 � Second Evaluation: HoPE Architecture Evaluation

The evaluation of the HoPE architecture is covered in this section. To assess the 
effectiveness of the HoPE model, we conducted two experiments: test collection and 
inference speed test. The test collection experiment tested the models’ accuracy by 
utilizing sixty question/answer pairs as ground truth pairs. As previously stated in 
[90], this experiment is composed of three components: a document corpus, which 
is a collection of large-scale documents; topics, which are collections of search que-
ries; and relevance assessments, which involve human advisors.

The corpus for this experiment contains 1.500 paragraphs/sentences for research. 
For search collection, we use a batch of 60 queries. Some questions were derived 
from FAQs found on internet websites, while others were derived from the history of 
pregnant women’s interactions in our clinical trials. We attempted to combine ques-
tions that contained short and long sentences, sentences with minor orthographic 

(
n∑

i=1

|xi − yi|p
)1∕p

� ⋅ � =

n∑

i=1

aibi

Table 5   Three examples of ground truth pairs for the retrieval information evaluation

N Questions Correct answer

1 Can I drink alcohol ? Do not consume alcohol
2 What foods should I avoid during pregnancy? can 

I have a hamburger
Eat a small meal every three 

hours, - Avoid fried foods, cof-
fee, black tea, companion tea, 
fatty and spicy food.

3 Birth plan? The birth plan is a document 
prepared by the pregnant woman 
about her preferences, desires, 
and expectations about child-
birth and birth, including some 
procedures of the professionals.
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errors, and sentences that were ambiguous (one or two words). For the collection 
of sentences, two gynecology physicians performed the judgment phase to identify 
pairs (consultation/retrieved response). Pairs (query/correct retrieved answer) and 
(query/no answer) were annotated. Three of these pairs are illustrated in Table 5.

Inference speed, alternatively referred to as inference time, is a statistic used to 
quantify the time required to compare the history of a conversation or an input text 
to millions of candidate responses [104]. We calculate the time from the encoding 
process of sentences to the model and the inference speed for information retrieval. 
Within the HoPE architecture, two encoding methods in the model are used: pre-
computed embedding and online embedding. The embedding representation of 247 
paragraphs/sentences was indexed offline, serialized, and grouped by the ANN strat-
egy. Online embeddings refer to the stage of ontology retrieval paragraphs/sentences 
on the fly in the system. The Google Collaborative7 environment, which provides 
open-source GPUs and CPUs, is used for the speed test experiments.

The metrics used to evaluate the previously mentioned experiments are also 
reported here. The confusion matrix [26] is a machine learning construct that stores 
information about a classification system. A confusion matrix is bi-dimensional, 
with one dimension representing the object’s actual class and another represent-
ing the class predicted by the classifier. The confusion matrix that was used in this 
investigation is depicted below in Fig. 12:

The items that make up the confusion matrix are described as (1) hit, classified as 
relevant by human and system; (2) noise, classified as irrelevant by the human, but 
relevant by the system; (3) fallback, classified as relevant by the human but irrele-
vant to the system; and (4) reject, classified as irrelevant for humans and the system. 
Through the matrix, we obtain indicators for evaluating the model.

Precision and recall are frequently combined in the F-measure of efficiency to 
provide a unified metric for a system [79]. The F1-Measure performance metric is 
the most frequently used for text classification. Precision and recall are defined as 
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Fig. 12   Confusion matrix for evaluating a system for information retrieval

7  https://​colab.​resea​rch.​google.​com/?​utm_​source=​scs-​index

277Journal of Healthcare Informatics Research (2022) 6:253–294

https://colab.research.google.com/?utm_source=scs-index


1 3

the harmonic mean of their precision and recall. It is known to be more informative 
and valuable than classification due to the widespread phenomenon of class imbal-
ance in text classification [37]. In the context of information retrieval, the F1-Meas-
ure is a special case of measure with an equal weighting of recall and precision. It 
has a maximum value of 1 and a minimum value of 0.

For this experiment, we apply a stratified k-fold cross-validation [33] with k five (the 
class distribution remains identical for each fold) in our corpus to allow generalizing 
our results. To assess inference speed, we use two distinct measures: speed for que-
ries requiring online vs offline encoding, and inference speed to get the answer to the 
user.

6 � Results

This section contains the findings of our evaluations. In all of the experiments, we 
used data from pregnancy-specific health guidelines as a knowledge base. We began 
the evaluations with an exploratory analysis of the corpus documents, followed by 
an ablative study of Sentence-BERT models to find the best performances to incor-
porate the HoPE architecture, and finally we evaluated the information retrieval 
capacity using the HoPE model.

6.1 � Corpus Evaluation

We found several common topics in the dataset that are relevant to the context 
of the thousand days. In this way, we can see that the content extracted from the 
various materials is consistent with what we intend for this work. We chose a 
smaller sample size for the experimental steps because it contained more critical 
information about the post and prenatal periods. We selected this sample based 
on an assessment of two assistant physicians. Two hundred forty-seven sentences 
were separated and then classified by topic. Figure 13 depicts the distribution of 
this sample.

Ten topics were listed for the sample used as a knowledge base in the experiments. 
The most common topics were Gestational Symptoms, Gestational Information, and 
Nutrition. Medication and physical activity had the lowest representation in our sample.

Gestational Symptoms address prenatal symptoms, whereas Gestational Informa-
tion topics cover general pregnancy information such as frequently asked questions 
and curiosities. Nutritional information was related to pregnant women’s eating hab-
its and feeding recommendations for newborns.

Pregnancy alteration addresses aspects that change during pregnancy in the 
pregnant woman’s body. Illness is a topic that covers information about the most 

F1 =
2 ∗ Precision ∗ Recall

Precision + Recall
=

2 ∗ TP

2 ∗ TP + FP + FN
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common diseases that occur during pregnancy, whereas vaccination covers immuni-
zation information for pregnant women and newborns. The topic Gestational Risks 
refers to information about preventive behaviors during pregnancy and exams con-
tents assist with information on what to do during pregnancy monitoring. The final 
topics are breastfeeding, with incentive content and good practices, medication, 
which addresses medicines and cosmetics allowed during the prenatal period, and 
physical exercise, with content focused on the pregnant woman’s weight and guide-
lines for specific exercises.

We also looked at the frequency of each topic to see which terms were used the 
most frequently across all of them. Childbirth plans, gestational factors, age doubts, 
and menstruation were the most frequently mentioned gestational symptoms, 
according to our corpus’s frequency analysis.

The majority of gestational information focuses on consultations, gestational 
age, and pregnancy phases. Nutritional concerns about foods and beverages for 
children and pregnant women were frequently expressed. The topic about illnesses 
brought up more frequent topics such as syphilis and prematurely, whereas vaccines 
brought up more frequent alerts about influenza and contraindications, syndromes, 
examination techniques, and diagnoses. Breastfeeding discussed the aspects of 
breast milk intake, how to do it, and the benefits, considering medication discussed 
terms related to prevention and physical exercise discussed weight training and per-
ineal exercises.

Fig. 13   Subjects that appear in our documents more frequently
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6.2 � Evaluation of Pre‑trained in Brazilian Portuguese SBERT Model’s Applied 
for Retrieval Pregnancy Information

This section presents the findings of an information retrieval models evaluation 
that have been fine-tuned for use in health guidelines. We assess the embed-
ding generation and validation processes. In the first assessment, we measured 
the models embedding the performance for fine-tuning cross-encoder. We meas-
ured the Spearman rank correlation between the cosine similarity of the sentence 
embedding and the gold labels. Spearman’s rank correlation has been used to 
measure semantic textual similarity in other studies [19, 55, 116]. We show the 
performance in Table  6, highlighting the templates used in our article in bold. 
The data not highlighted are from other studies in the literature that also per-
formed the fine-tuning process with benchmark data. We have fed these results 
to the table to provide an overview of the performance of cross-encoder networks 
for this type of task.

Models trained using the data augmentation strategy have a slightly higher 
coefficient than models trained using the traditional bi-encoder architecture. The 
Sentence-BERTimbau Augmented model, with a Spearman coefficient (SC) of 
90.55, performed best in assessment when compared to the BERT Multilingual 
Augmented model, which had a coefficient of 90.33. Models without data aug-
mentation, such as the Sentence-BERT Multilingual fine-tuned in-domain, had a 
coefficient of 89.21, while the BERT-Multilingual reached 83.97. For each epoch, 
we also calculated the Pearson coefficient.

The second experiment aimed to evaluate the models by putting them through 
their paces on our data domain. We used all previous models as well as a new one 

Table 6   Fine-tune cross-encoder 
models vs literature models

Models Spearman

Sentence-BERTimbau Augmented 90.55
Sentence-BERT Multilingual Augmented 90.33
Sentence-BERT Multilingual 89.21
Sentence-BERTimbau 83.97
Not trained on STS
Avg. GloVe embeddings 58.02
InferSent 46.35
Universal Sentence Encoder 74.92
SBERT-NLI-base 77.03
SBERT-NLI-large 79.23
Trained on STS
BERT-STSb-base 84.30
SBERT-STSb-base 84.67
SRoBERTa-STSb-base 84.92
BERT-STSb-large 85.64
SBERT-STSb-large 84.45
SRoBERTa-STSb-large 85.02
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Fig. 14   Average precision metric for bi-encoder evaluation. a Sentence-BERTimbau Augmented. b Sen-
tence-BERT Multilingual Augmented. c Sentence-BERT Paraphrase-Multilingual-MiniLM
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for this test: Paraphrase-Multilingual-MiniLM. We chose this model because it per-
formed great in another semantic search experiment. To evaluate the validation and 
test sets, we use a set of similarity metrics, including the dot-product measure, Man-
hattan and Euclidean distances, and cosine similarity. Each of these metrics used 
average precision as the final coefficient.

We labeled our data using a cross-encoder BERTimbau Augmented as the model 
base for this evaluation. We chose this model due to it performing the best in previ-
ous experiments for Spearman and Pearson coefficients. We present the results in 
Fig. 14.

The combination of cross-encoder Sentence-BERTimbau Augmented with 
Sentence-BERT Paraphrase-Multilingual-MiniLM model performed best in the 
experiment. The joint use of the two networks, bringing in their background differ-
ent vocabularies and training strategies, provided an average precision of 0.96. This 
combination was chosen as the best for incorporation into the HoPE architecture, 
which was evaluated in the next section.

6.3 � HoPE Architecture Evaluation

In this section, we evaluate the HoPE architecture to see how well it performs com-
mon tasks for conversational agents and information retrieval systems.

The first evaluation sought to determine the accuracy and recall rate of the HoPE 
model for a test set of sixty phrases. We use three additional models: Sentence-BER-
Timbau-Paraphrase-Multilingual, which is already included in the HoPE architec-
ture but needs to be tested separately with new input data to verify its performance, 
the BM25 Okapi model, which has been used successfully in several studies of 
information retrieval, and the Paraphrase-Multilingual model, which has achieved 
great results for semantic search in other studies [41]. In Fig. 15, we show the confu-
sion matrix of the four models.

Through the confusion matrix, we obtained the precision, recall, and F1-Score 
coefficients that facilitate the interpretation to measure the performance of each 
model on the dataset. The HoPE model presented the best results from the F1-Meas-
ure analysis (0.896). With slightly worse performance, the Sentence-BERTimbau-
Paraphrase-Multilingual reaches an F1-Score of (0.816). The BM25 lexical model 
obtained a coefficient (0.728) while the paraphrase model reaches (0.728). The 
results can be seen in Table 7.

The last experiment evaluates the inference speed for each model. For this experi-
ment, we test five phrases from the previous section. The experiments were carried 
out using a GPU Tesla P100, Intel(R) Xeon(R) CPU @ 2.20GHz, RAM 12.69 GB. 
For a fair comparison, we used the same set of phrases for each experiment, reset-
ting the kernel every time after inference a model to finish.

We began by evaluating the HoPE model’s encoding process. Sentences con-
taining recognized entities are encoded online. If no entity is found, the pre-loaded 
and indexed response paragraph embeddings of ANN are used. To understand the 
time difference between the two methods, we compare them. The results are shown 
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Fig. 15   Confusion matrix for test collection experiment. a HoPE model. b Sentence-BERTimbau-Para-
phrase-Multilingual. c BM25 Okapi. d Paraphrase-Multilingual-MiniLM

Table 7   Evaluation of model’s accuracy in performing information retrieval tasks using five K-folds

Models Precision Recall F1-Score Std Max Min

HoPE 0.906 0.968 0.896 1.338 0.914 0.881
SBERTimbau+ Paraphrase-Multil. 0.849 0.909 0.816 0.980 0.827 0.803
BM25 Okapi 0.801 0.847 0.747 1.162 0.764 0.734
SBERT Paraphrase-Multil. 0.785 0.821 0.728 0.952 0.741 0.716
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in Fig.  16. Once compared to a CPU environment, the pre-computed embedding 
method outperformed the online method by an average of 2 s. When using a com-
posite GPU environment, the difference shrinks.

In addition, we compared the inference speed of the models tested in previous 
experiments to the HoPE architecture. The experiment ran the inference exercise in 
the models for five sentences ranging in length from 0 to 100 characters and then 
calculated the average time to recover the answer. The results show that the HoPE 

Fig. 16   HoPE performance for inference and encoding time. a Encoding performance. b Inference per-
formance
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architecture takes longer to process than other models, with an average difference 
of 1 s for information retrieval on CPU-powered systems. The system improves sig-
nificantly with GPU and has a time that is almost identical to the BERTimbau-Aug-
mented model when used alone.

7 � Discussion

This chapter will discuss the results of the experiments conducted. In contrast to the 
previous results section, we decide to address all of the results in the same section. 
We will review the findings in the order in which they were presented in the preced-
ing chapter.

The first study evaluates the fine-tuned models on pregnancy guidelines. We 
assess the quality of incorporation in the initial experiment by fitting the models 
using sentence pairs through the siamese structure. The strategy of using pre-trained 
data has already been used in several studies with BERT networks in the health area 
[25, 109].

We validated our model’s data augmentation strategy using a Brazilian Portu-
guese language benchmark and general knowledge transfer questions. This experi-
ment began with fine-tuning in a cross-encoder network based on previously trained 
BERT models. The hyper-parameters of each model were individually adjusted for 
each model. At this point, we confirmed that the BERTImbau model performed best 
after being trained in eight epochs, whereas the BERT-Multilingual model over-fit-
ted when trained with this number. For fine-tuning the cross-encoder, we chose the 
ASSIN2 benchmark. The diversity of the vocabulary and the quality of the anno-
tations were important factors in the selection of this dataset. Multilingual models 
in the traditional BERT framework were fitted to data from ASSIN2 and someone 
else obtained great results [84]. Pre-trained BERT models had already demon-
strated good performance in the ASSIN2 [18] data classification task, surpassing the 
state-of-art.

Spearman’s and Pearson’s correlation coefficient for augmented models was supe-
rior to non-augmented models. The results showed a significant difference between 
the Pearson coefficient for augmented and non-augmented models. Non-augmented 
data did not receive a fine-tuning of the benchmark data, which reinforces our belief 
that using a previous set can generate good results, improving the quality of embed-
dings. This behavior has also been corroborated by [21]. For the Spearman coeffi-
cient, models trained exclusively on in-domain data demonstrated a correlation coef-
ficient greater than 80%, demonstrating that in-domain data also has high-quality 
embeddings. In this sense, we verified the performance gain with the transferring 
knowledge from the STS benchmark.

The next evaluation sought to fine-tune a bi-encoder over a dataset labeled 
from cross-encoders. The labeling method used was binary scores, with 0 for 
distant sentence pairs and 1 for close sentence pairs. We benefit from the labe-
ling data transferring knowledge strategy from the STS benchmark, as the data-
set was proposed for natural language inference tasks. For bi-encoder training, 
we added the Paraphrase-Multilingual-MiniLM model. This model is native in 
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siamese networks, so fine-tuning is faster than in the other two models, and it 
also received fewer epochs. We used a lower learning rate for this model, and it 
performed well in this experiment, with the best overall average among the simi-
larity metrics for both the test and validation sets. Similar results related to lower 
learning rate were observed in [49].

For cosine similarity, one of the main metrics for this assessment, the best aver-
age precision was for the Sentence-BERTimbau-Paraphrase-Multilingual model. In 
comparison to the obtained results, the Augmented BERTimbau model proved to be 
more consistent for this metric with a bi-encoder classification with cosine similar-
ity reaching 90.55. As a result of this research, we determined that the cross-encoder 
trained in BERTimbau Augmented and the bi-encoder trained in Paraphrase-Multi-
lingual were the best combinations to use in subsequent experiments with the HoPE 
model architecture.

When these two models are combined, they produce favorable results for response 
and re-rank recovery systems. The [101] study combines a cross-encoder with full 
attention over the input pair with bi-encoders that map each input independently to 
a dense vector space. The cross-encoder strategy makes no assumptions about the 
similarity scoring function that exists between the input and the candidate label. 
Instead, the concatenation of input and a candidate serves as a new input to a non-
linear function that scores its match based on the desired dependencies [42]. In [42], 
a poly-encoder caches candidates for a given label, thereby determining a shorter 
inference time, while the cross-encoder extracts more information.

The HoPE model was evaluated for the inference task in our study using a 
60-question dataset. The HoPE architecture is composed of two layers: a dialog 
management and comprehension layer comprised of the OntONeo ontology popu-
lated with preaching content extracted from guidelines, and a recently trained bi-
cross model on Sentence-BERTimbau-Paraphrase-Multilingual.

To begin, the evaluation sought to illustrate the confusion matrix generated for 
the set of user query tests. The confusion matrix indicated that the HoPE model pro-
vided exceptional precision for user queries. The model performed admirably when 
it came to classifying hits and fallback, with a low percentage of false positives and 
negatives. All of the models evaluated made the most common classification errors 
with sentences: misspellings and extremely brief sentences.

The ambiguity or lack of context associated with short words may be a cause of 
poor prediction, as BERT models rely on attention mechanisms to identify relation-
ships between the words contained in the sentence [105]. Sentences with rare terms 
in the corpus also had lower scores. The vocabulary with greater sentence variability 
for fine-tuned and pre-processing strategies should improve the coefficient predic-
tions. Other assumptions raised in other discussions [95, 104] evaluate the combi-
nation of pre-trained bi-encoder models with a cross-encoder layer for this specific 
task of retrieval information.

All Sentence-BERT models had a similar performance for false negatives. The 
BM25 model however predicted few model hits and an expressive number of fall-
back. The results are understandable, as this is a lexical model not fitted to our data. 
For instance, because the correct answer was not found in the corpus, the sentence 
“A newly vaccinated woman must wait before initiating a new pregnancy?” was 
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classified as a fallback in our dataset. On the other hand, models recovered vaccine-
related phrases that were not classified as correct responses. Because the models 
were trained on a smaller set of in-domain data, we considered the results were 
reasonable. As with [38], future studies may benefit from a variety of examples to 
achieve a more accurate classification.

The Sentence-BERTimbau-Paraphrase-Multilingual model appeared to be a 
good fit for the presented dataset. The primary distinction between this model and 
the HoPE architecture is that our architecture employs online paragraph encoding 
and pre-filtering based on ontology. This type of clustering facilitates classifica-
tion by eliminating ambiguity in sentences with limited context and reducing the 
dimensionality of possible answers. The use of ontology’s in chatbots already has 
known positive effects for natural language generation and information retrieval 
tasks [7, 66].

However, the use of this model combined with convolution networks for conver-
sational agents is still little explored [93, 117]. The F1-Score coefficient shows a 
difference from the HoPE architecture compared to models only pre-trained. The 
results indicate that an approach based on ontology or another clustering strategy 
combined with information retrieval models can produce satisfactory results. How-
ever, we believe that the other models can provide excellent results if trained in a 
larger set of sentence pairs.

The final experiment proposed in our article was the speed of inference. We 
propose a comparison of information retrieval encoding and inference methods. 
Loading offline pre-computed examples appeared to be faster than the online 
encoding of small datasets. Within its operation, the HoPE architecture employs 
both forms. It was discovered that, even with a large number of indexed para-
graphs, the pre-computed approach via some indexing system such as ANN can 
provide twice the speed in CPUs and GPUs. This behavior has been observed 
in other systems where embedding pre-computed is up to ten times faster than 
online computing [118].

The use of online encoding, on the other hand, increases assertiveness due to the 
reduction of content indexed to the prediction model. Because it encodes more likely 
paragraphs for the input query, it is a viable option for conversational agents. Further-
more, the use of a GPU system increases the system’s speed by three times. In addition, 
we compare the model inference times. This type of analysis is essential for conversa-
tional agents because response time is an important factor in end-user engagement [47].

The in-domain model’s without augmentation on benchmark outperformed all 
others with query response times of less than 1 s. This experiment made use of the 
online encoding capability of the HoPE model. When a GPU was used, performance 
was increased by up to two times slower compared to other models.

Despite the inferior performance for timing performance, the HoPE architecture 
was within a 5-s threshold for inference, considered a benchmark for conversational 
agents. Despite the poor performance in terms of time performance, the HoPE archi-
tecture was within a 5-s threshold for a reply, considered a benchmark for conversa-
tion agents [43].
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8 � Conclusion

The main objective of this study was the proposition of the HoPE model architecture 
for the task of retrieving information for the period of pregnancy. HoPE is an archi-
tecture for conversational agents that uses in its structure ontology-based modeling 
and Sentence-BERT networks adjusted on pregnancy guidelines data to support 
pregnant women in obtaining more reliable information during the baby’s thousand 
days period.

We seek to elucidate the functioning of the architecture and its components, fol-
lowed by the evaluation methods. We propose two evaluations in our study: a com-
parative study between Sentence-BERT networks adjusted to pregnancy guidelines 
data and a study to evaluate the ability of the HoPE architecture to predict responses 
assertive compared to other information retrieval models.

In general terms, the evaluation of Sentence-BERT models adjusted to the corpus 
data presented a satisfactory result, mainly the models that used data augmentation 
strategies. These models have performed better in all of the proposed evaluations.

The HoPE architecture performed best in terms of assertiveness in our ablative 
study with other models. The use of ontology acted as a knowledge clustering mech-
anism for the corpus content, thus, helping to direct the dialogues to the domains 
involved in the user’s question. The use of semantic models trained on large data-
sets supported this system to be more assertive from user inputs with no recognized 
entity. This study also presented a corpus in an unstructured data extraction pipe-
line and a method of structuring this set for training processes in Sentence-BERT 
networks.

Despite its advantages, the HoPE architecture was slow when used in an environ-
ment without GPUs, and it had a lower limited capacity for sentences with infre-
quent terms or spelling. The HoPE model demonstrated positive characteristics such 
as good predictive ability at a reasonable speed and being able to deal with a variety 
of input sentence structures. It did, however, have limitations when it came to deal-
ing with infrequent words in the dataset and lexicons. We believe that a fine-tuning 
process with higher term variability and a supervised content grouping phase can 
significantly improve our architecture.

We have some ideas for future studies: firstly, we want to look at strategies for 
dealing with imperative and entity-less questions. For example, the phrase “can you 
tell me more about this?” lacks a defined subject entity and relies on previous con-
texts to be resolved, still, a strategy for detecting multiple intentions, which we see 
as a challenge that has received little attention in the context of conversational agents 
[5, 88]. Another objective is to carry out modifications in the cross-encoder train-
ing phase, using a strategy with weighted scores instead of binary scores. Finally, 
through the development of a conversational agent tool, we validated our architec-
ture in a clinical trial with pregnant women and health professionals.
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