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Abstract
The design of data warehouses (DWs) is based on both their data sources and users’ requirements. The more closely the DW 
multidimensional schema reflects the stakeholders’ needs, the more effectively they will make use of the DW content for 
their OLAP analyses. Thus, considerable attention has been given in the literature to DW requirements analysis, including 
requirements elicitation, specification and validation. Unfortunately, traditional approaches are based on complex formal-
isms that cannot be used with decision makers who have no previous experience with DWs and OLAP. This forces a sharp 
separation between elicitation and specification. To cope with this problem, we propose a new requirements analysis process 
where pivot tables, a well-known representation for multidimensional data often used by decision makers, are enhanced to 
be used both for elicitation and as a specification formalism. A pivot table is a two-dimensional spreadsheet that supports 
the analyses of multidimensional data by nesting several dimensions on the x- or y-axis and displaying data on multiple 
pages. The requirements analysis process we propose is iterative and relies on both unstructured and structured interviews; 
particular attention is given to enable the design of irregular multidimensional schemata, which are often present in real-
world DWs but can hardly be understood by unskilled users. Finally, we validate our proposal using a real case study in the 
biodiversity domain.
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1 Introduction

Data warehouses (DWs) are databases specifically aimed 
at supporting decision makers in extracting and analyzing 
useful information from heterogeneous data sources, and 
they are widely used within both the academic and industry 
communities. More precisely, a DW is a subject-oriented, 
integrated, time-variant and non-volatile collection of data 
to support the decision-making process [29]. The data in a 
DW are organized in the form of cubes structured according 
to the multidimensional model. A cube is focused on a phe-
nomenon of interest called fact (e.g., sales or invoices). The 

occurrences of a fact are called events; they are described by 
numerical measures (e.g., the quantity sold or the invoiced 
amount) and can be analyzed along dimensions (e.g., data, 
product and customer). Dimensions are typically described 
at different levels of granularity organized in aggregation 
hierarchies (e.g., customers can be aggregated by their city 
and by their state). Measures are aggregated along hierar-
chies using aggregation functions (e.g., sum, average, min 
and max). Cubes are normally analyzed through OLAP (On-
Line Analytical Processing) tools using intuitive operators 
such as roll-up (which aggregates events), drill-down (which 
disaggregates events) and slice-and-dice (which selects sub-
sets of events).

Nowadays, more and more data are made available thanks 
to new data acquisition systems and the proliferation of open 
data and social networks. On the one hand, the democratiza-
tion of DW and OLAP tools represents an excellent opportu-
nity for any organization/company to take advantage of these 
data. On the other hand, most small organizations/companies 
do not have experiences in DW projects, which represent a 
serious barrier in terms of human and material costs for the 
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development of these projects. In this situation, users are 
really interested in using a DW for decision making, but 
their understanding of the multidimensional model and their 
OLAP skills are not sufficient to let them successfully lead 
the design of a DW.

Basically, two approaches can be followed to make 
multidimensional content available to decision makers. In 
schema-on-write approaches, source data are transformed, 
cleaned and loaded onto a physical repository (the DW); 
thus, they are forced to fit into a fixed multidimensional 
schema created at design time [29]. These approaches 
work perfectly well to satisfy the stationary needs of “tra-
ditional” decision makers. Conversely, in schema-on-read 
approaches, source data are left in their raw format; then, 
they are adapted to some (flexible and user-defined) multi-
dimensional schema only at the time of accessing them for 
analyses [11, 15]. Schema-on-read approaches normally aim 
at satisfying the situational analysis needs of skilled users 
such as data scientists. In this paper, we will focus on users 
who are unskilled in DWs and OLAP, so we will assume that 
a schema-on-write approach is taken.

Several methodologies have been developed for the 
design of DWs in schema-on-write approaches [46]. They 
can be grouped into three classes: (1) data-driven, which 
analyze the data sources schemata to find numerical attrib-
utes that can be used as measures and discrete attributes that 
represent dimensions and hierarchies [17]; (2) requirements-
driven, which create a multidimensional schema out of the 
user requirements formalized through ad hoc or standard 
formalisms [37, 42]; and (3) mixed, which combine data- 
and requirements-driven approaches mainly by validating 
the multidimensional schema derived from data sources over 
the user requirements [6, 16].

The more closely the DW multidimensional schema 
reflects the stakeholders’ needs, the more effectively they 
will make use of the DW content for their OLAP analyses 
[ [1, 56]. Besides, in some projects, a data-driven approach 
can hardly be followed because either data sources are too 
complex, or their structure is not known in advance, or there 
are too many possibly useful data sources. Thus, great atten-
tion has been given in the literature to requirements-driven 
approaches, which are typically structured into four steps: 
(1) requirements elicitation by means of interviews with 
decision makers; (2) requirements specification; (3) transla-
tion of the formal model of requirements into a multidimen-
sional schema of one or more cubes; and (4) implementation 
of the DW.

Requirements elicitation is at the core of all requirements-
driven approaches; it is the practice of collecting the require-
ments of a system from users, customers and other stake-
holders and normally relies on techniques such as interviews, 
questionnaires, user observation, workshops, brainstorming, 
role-playing and prototyping [41]. Although several works 

deal with the specification and validation of DW require-
ments, as well as with the translation of requirements mod-
els into multidimensional schemata, only a few works focus 
on DW requirements elicitation [41, 42]. Interestingly, they 
recommend to use some classical elicitation techniques (e.g., 
interviews) coupled with some analyses formalisms for spec-
ification (e.g., use cases), but they do not explain precisely 
how to use them in the context of DW design. Besides, the 
classical elicitation techniques mentioned above are only 
adequate for DW- and OLAP-aware users.

To fill this gap, in [4] the authors introduced the idea of 
using pivot tables for requirements analysis to more effec-
tively involve unskilled decision makers in DW design and 
proposed a preliminary sketch of a methodology that relies 
on this idea. In this paper, we refine and formalize the whole 
methodology and extend it by taking into account irregu-
lar multidimensional schemata, which are omnipresent in 
real-world DW projects. The conceptual foundations of 
our proposal are summarized in Fig. 1 using the data flow 
diagram notation. Our methodology relies on four iterative 
cycles: the first one, goal modeling, uses classical interviews 
to create a goal model for the DW; the second one, pivot 
table modeling, uses enhanced pivot tables (in the follow-
ing, e-pivot tables) and semi-structured interviews to refine 
the goal model; the third one, multidimensional modeling, 
transforms the requirements specification into a set of mul-
tidimensional schemata for the DW; the fourth one, imple-
mentation, prototypes and deploys the DW. Both goal and 
pivot table modeling encompass requirements elicitation, 
specification and validation. With reference to our previous 
paper, in this paper we also (1) explain in detail how semi-
structured interviews are made and how their questions are 
related to the quality of the final multidimensional schema, 
aimed at making our methodology repeatable and (2) assess 
our proposal through a set of experiments based on a real 
case study in the field of agriculture.

The remainder of the paper is organized as follows. Sec-
tion 2 presents the main concepts of DW and OLAP and 
introduces the biodiversity case study related to the VG4bio 
project. Section 3 explains the motivation for our work. Our 
methodological proposal is presented in Sect. 4. Section 5 
describes some experiments we have conducted to validate 
our methodology, and Sect. 6 describes the related work. 
The paper is concluded in Sect. 7.

2  Preliminaries

2.1  Background on multidimensional model 
and OLAP

As already mentioned, data in a DW are stored in cubes 
structured according to the multidimensional model. The 
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basic concepts of the multidimensional model are facts, 
measures, dimensions and hierarchies. A fact is a phenom-
enon of interest (e.g., tweets); its occurrences, called events, 
are analyzed via some axes called dimensions (e.g., keyword, 
time and location). Each event is quantitatively described by 
one or more numerical measures (e.g., number of tweets). 
Dimensions are described at progressively coarser levels of 
spatial, temporal or thematic granularity to create aggrega-
tion hierarchies (e.g., city, region and country). The pos-
sible values of dimensions and levels are called members 
(e.g., Paris, Ile de France, France). An event is related to one 
member for each dimension; so, for instance, an event may 
state that 100 tweets were made in Paris at 9 am of today 
mentioning the keyword “Notre Dame.”

Hierarchies allow exploring and analyzing data by aggre-
gating measure values. Regular hierarchies are characterized 
by many-to-one relationships between the members of two 
levels, to form a balanced tree of members. A couple of a 
measure and an aggregation operator (e.g., number of tweets 
and sum) is called an indicator.

Cubes are explored and analyzed using OLAP tools, 
through which users can pose even complex queries intui-
tively. The most common OLAP operators are roll-up and 
drill-down, which let users navigate along hierarchies by 
aggregating and disaggregating measured values (e.g., view 
total sales revenues by store country and year), and slice-
and-dice, which lets users select a subset of relevant events 
(e.g., view revenues for European stores only). The results 

of the queries obtained by applying OLAP operators are dis-
played by means of charts and pivot tables.

Pivot tables are a widely used representation of the results 
of OLAP queries [37, 44]. Basically, a classical pivot table is 
a two-dimensional spreadsheet with associated subtotals and 
totals that supports viewing multidimensional data by nest-
ing multiple dimensions on the x- or y-axis and displaying 
data on multiple pages. Pivot tables permit to interactively 
select a subset of data and change the displayed level of 
aggregation.

2.2  Case study

The methodology we propose will be explained using a 
case study concerning the analysis of biodiversity data in 
the agricultural context, related to the French ANR project 
VGI4Bio. The VGI4Bio project aims at collecting crowd-
sourced data from farmers about the presence of some par-
ticular taxa (butterflies, worms, etc.) in their plots [5]. These 
data are integrated with the agronomic characterization of 
each plot, e.g., its crops and the usage of pesticides. The 
decision makers involved in the project belong to different 
domains and organizations: They are farmers, public manag-
ers, ecologists, etc. They have different skills and analysis 
goals, but all of them are non-skilled in OLAP and DWs.

An example of a multidimensional schema used in 
VGI4Bio is shown in Fig. 2 using the ICSOLAP UML Pro-
file [7]. The «Hypercube» package stereotype defines a cube. 

Fig. 1  Methodology overview showing the four iterative cycles, the activities they encompass and the results they produce
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Fig. 2  ICSOLAP multidimensional schema for the analysis of biodiversity in the agricultural context



47Requirements Engineering (2021) 26:43–65 

1 3

The «Fact» class stereotype describes the fact, and it can 
have «NumericalMeasures» and «DimRelationship» associ-
ations with 1-to-0..* multiplicity. The «NumericalMeasure» 
property stereotype defines a measure. The «Dimension» 
package stereotype represents a dimension. A dimension 
contains one or more hierarchies («Hierarchy» package ste-
reotype). Different dimension types have been defined based 
on the type of data they represent. Thus, a dimension can be 
either thematic («ThematicDimension», non-temporal) or 
temporal («TemporalDimension»). The «Hierarchy» pack-
age stereotype contains several «AggLevel» levels, associ-
ated with the «AggRelationship» association with 1..*-to-1 
multiplicity. Like dimensions, hierarchies can be thematic 
or temporal. The couple measure plus aggregation function 
is represented using a «BaseIndicator». A «BaseIndicator» 
defines a tagged value («aggregatedAttribute») that points to 
the measure of the fact, and a method called «Aggregation-
Rule» with the aggregation function used on that measure. 
In ICSOLAP, a hierarchy defines a unique path from the 
coarsest level to the finest one.

Specifically, the schema of Fig. 2 describes fact abun-
dance and includes six dimensions: (1) location, which 
groups plots into farms, cities and departments; (2) crop, 
which represents the crop on the plot; (3) treatment, which 
groups the used pesticides by their type; (4) species, which 
represents the observed species; (5) boundary, which distin-
guishes between hedges (possibly with flowers) and walls; 
and finally the temporal dimension (6) time, on which two 
distinct hierarchies (date/month/year and date/week/year) 
are defined. The only measure is abundance and is aggre-
gated with two aggregation functions: sum and average, so 
two «BaseIndicator» are defined. This multidimensional 
schema allows decision makers to answer queries like these: 
“Average abundance by species, department and city” (the 
result is shown in the pivot table of Fig. 3) and “Total abun-
dance by treatment type, boundary and month.”

3  Motivation

In this section, we describe the challenges we had to face 
in designing our methodology, which are mainly related to 
decision makers (Sect. 3.1), DW experts (Sect. 3.2) and mul-
tidimensional modeling (Sect. 3.3).

3.1  Decision makers

As already mentioned, decision makers often have little or 
no experience in OLAP and DW, and even little knowledge 
of information systems in general. For this kind of decision 
makers, who are not able to express their requirements in 
abstract terms, classical elicitation tools are not adequate. 
To understand how the cubes they are contributing to design 

will look like, these users need examples [3, 10, 24, 25]. 
They also have problems in understanding all the possibili-
ties (and limitations) offered by OLAP analyses, so they 
can hardly express their business goals in multidimensional 
terms. In this situation, defining a “good” multidimensional 
schema may take several meetings with DW experts [5].

In such an uncertain scenario, decision makers may also 
express requirements that cannot actually be implemented on 
current OLAP tools or cannot be validated on data sources. 
For instance, data may be missing for some level or two 
source tables may not have an explicit relationship to build 
a well-defined hierarchy [5]. An early prototyping phase [3] 
and a method to validate the prototype on data sources [17] 
are very beneficial in this setting to confirm the feasibility 
of the implementation before the costs for error correction 
become too high.

Other key factors in reducing the time needed to converge 
to a proper multidimensional schema by reducing the num-
ber of errors are recognized to be a strong commitment of 
decision makers in the project and the adoption of an itera-
tive methodology [19].

Finally, taking into account quality metrics in database 
and DW design has been investigated in the literature to 
some extent [52]; specifically, metrics related to DW usabil-
ity [18], accessibility, correctness, etc. [10, 40] have been 
defined. While these quality metrics are normally used to 
evaluate a DW a-posteriori, we argue that they can also 
actively support the elicitation process, and particularly they 
can guide decision makers in expressing requirements that 
correspond to their analysis needs.

Fig. 3  The pivot table resulting from a query on the schema of Fig. 2
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To sum up, on the decision makers’ side, the requirements 
methodology should:

• Support the formalization of OLAP example queries;
• Support early and rapid prototyping of multidimensional 

schemata and their validation;
• Let decision makers be significantly involved in the pro-

ject;
• Support design iterations to enable a more rapid conver-

gence to correct multidimensional schemata;
• Take quality metrics into account to guide decision mak-

ers in properly expressing their requirements.

3.2  DW experts

Once the requirements have been elicited, they must be for-
malized and translated into a multidimensional schema. This 
is a complex process and is entirely based on the design 
skills of DW experts. An automatic translation of require-
ments into multidimensional schemata is needed [2, 7] to 
speed up this process and make it less prone to the errors 
introduced by DW experts.

Even the implementation of the multidimensional schema 
onto the OLAP tool and the underlying DBMS requires sig-
nificant technical skills [3]. Thus, a tool for the automatic 
implementation of a cube from its multidimensional schema 
is also recommendable. This tool should support rapid pro-
totyping, iterations and early validation.

Finally, an effort should be made to effectively sup-
port the communication between decision makers and DW 
experts during all steps of the methodology by defining a 
clear and flexible design workflow.

To sum up, on the DW experts’ side, the requirements 
methodology should:

• Automate multidimensional modeling from require-
ments;

• Automate prototype implementation from multidimen-
sional schemata;

• Provide clear guidance to the experts and allow flexibility 
in terms of number and type of iterations.

3.3  Irregular multidimensional schemata

Sometimes, in real-world projects, decision makers express 
requirements that correspond to cubes characterized by 
irregular structures [53] which go well beyond classical 
multidimensional schemata.

As mentioned in Sect. 2.1, hierarchies are normally char-
acterized by a many-to-one relationship between the mem-
bers of two subsequent levels. For example, one city belongs 
to exactly one department, and one department includes 
several cities (Fig. 4). These are called strict hierarchies. 

However, in real-world settings also non-strict hierarchies 
characterized by many-to-many relationships may exist: for 
example, as shown in Fig. 5, a farm can be geographically 
located in two cities. Non-strict hierarchies are modeled in 
ICSOLAP using «AggRelationship» associations with 1..*-
to-1..* multiplicity (see Fig. 2). They are known to possibly 
cause aggregation problems due to double counting [31], 
and some methods to transform them into strict hierarchies 
have been proposed [32].

A non-onto hierarchy is one where the finest level does 
not always present a member, so some events are directly 
related to a coarser level. For example, wall boundaries 
do not have flowers, so member “Wall” of level type in 
the boundary dimension does not have child members at 
the flower level (Fig. 6). As shown in Fig. 2, in ICSOLAP 
a non-onto hierarchy is represented using an «AggRela-
tionship» association with 0..*-to-1 multiplicity, plus a 
direct «DimRelationship» between the coarser level and 
the fact; moreover, an OR constraint is added between 
the two «DimRelationship» associations of the same 

city 

department Haut-Rhin

RouffachLapoutroie

Bas-Rhin

AcheheinStrasburg

Fig. 4  A strict hierarchy, i.e., one only including many-to-one rela-
tionships

city 

farm

plot 

department Puy-du
Dome

AubiereClermont-
Fd

Happy 
Farm

North
Plot

South
Plot

Bio
Farm

East
Plot

West
Plot

Fig. 5  A non-strict hierarchy, i.e., one also including many-to-many 
relationships

type

flower

Wall Hedge

JasminRose

Fig. 6  A non-onto hierarchy, i.e., one whose finest level may have no 
members
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dimension. Note that, at the logical level, non-onto hier-
archies are managed by adding a dummy member in place 
of the missing child members.

Sometimes, members may be missing in other levels 
as well, giving rise to so-called non-covering hierar-
chies; for instance, a crop may belong to no subgroup (see 
Fig. 7). Dummy members are also used for implementing 
non-covering hierarchies. Non-covering hierarchies are 
represented in ICSOLAP using two «AggRelationship» 
associations with 1..*-to-0..1 multiplicity from the finer 
level, and adding an OR constraint (Fig. 2).

Finally, some particular relationships can exist between 
the fact and the dimensions. Many-to-many fact-dimen-
sions relationships occur when some events are associ-
ated with multiple members of the same dimension; for 
example, a farmer can use two different treatments on 
the same day. In ICSOLAP, this is represented through a 
«DimRelationship» with 0..*-to-1..* multiplicity between 
the fact and the finest level (Fig. 2). An implementation 
solution here consist in creating a new dummy level 
whose members are lists of pesticides.

Another particular fact-dimension relationship is 
known as multigranular fact. A fact is multigranular when 
its events may be related not to a member of a dimension, 
but to a member of some coarser level. For example, when 
a farmer is not able to recognize a specific species, she 
relates the event to the group of species only. In ISCO-
LAP, this is represented by introducing an additional 
«DimRelationship» association between the coarser level 
and the fact, yielding an OR constraint (Fig. 2).

To wrap up, real-world OLAP applications need com-
plex and often irregular multidimensional schemata, 
which can be easily represented using advanced models 
such as ICSOLAP but require specific implementation 
solutions. Since these solutions may introduce significant 
differences between the original schema and the logical 
one, decision makers can easily lose their interest in the 
project believing that it will not satisfy their needs.

4  The methodology

In this section, we present an overview of our methodol-
ogy; then, in the subsequent subsections, we explain in 
detail each of its steps.

4.1  Overview

As sketched in Fig. 1, our methodology includes four itera-
tive cycles as explained. Figure 8 shows the details of the 
different steps using a UML activity diagram.

0. Tutorial This preliminary step consists in presenting 
some existing OLAP applications to the decision mak-
ers and explains to them the main concepts of DW and 
OLAP. A web-based OLAP client is used to let deci-
sion makers “play” with these applications. This step 
normally takes 2–3 h. This tutorial is not meant to teach 
decision makers how to use an OLAP tool, but only to 
give them a glimpse of analysis possibilities inherent to 
the OLAP paradigm. Thus, in the end, decision makers 
do not have a thorough understanding of OLAP, which 
they will incrementally acquire during the next steps.

1. Goal modeling (input: interviews; output: goal model). 
This iterative step aims at creating a model that defines 
the analysis goals and subgoals of each decision maker. 
The first stage is requirements elicitation, which relies 
on a classical unstructured interview with decision mak-
ers, aimed at understanding their main analysis needs. 
The second stage is requirements specification, which 
uses the goal models introduced in [16]. The models 
obtained are finally validated by decision makers.

2. Pivot table modeling (input: goal model, semi-struc-
tured interviews; output: pivot tables model). This iter-
ative step aims at refining the requirements specified 
in the goal models previously created. First, decision 
makers express detailed requirements for each goal/sub-
goal by drawing e-pivot tables. Basically, e-pivot tables 
enhance classical pivot tables by establishing a graphi-
cal convention to visualize data in irregular hierarchies. 
Then, DW experts use a semi-structured interview to ask 
some specific questions to decision makers about their 
e-pivot tables in order to understand their needs better, 
and to incite decision makers to reason about possible 
errors and changes to be made.

3. Multidimensional modeling (input: pivot tables model; 
output: DW schema based on the ICSOLAP profile). 
Each e-pivot table is automatically translated into a 
multidimensional schema. Then, as proposed in [16], all 
schemata associated with the same subgoal are merged. 
Finally, the overall multidimensional schema is vali-

group

subgroup

crop

Field crop

BeetrootPotato

Grain

BarleyCorn

Fig. 7  A non-covering hierarchy, i.e., one where some members are 
missing in intermediate levels
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dated on the data sources; in practice, the DW experts 
verify that it can actually be fed with the source data.

4. Implementation (input: DW schema based on the 
ICSOLAP profile; output: SQL statements, Mondrian 
XML for DW prototype, and pivot tables issued from 
the DW prototype). The DW experts implement a proto-
type of the DW and show it to the decision makers. The 
e-pivot tables designed at step 2 are reproduced with the 
prototype and sent to the decision makers for validation. 
After the prototype has been validated, the DW imple-
mentation is completed by building the procedures that 
will load source data into the DW (so-called ETL, i.e., 
extraction, transformation and loading) and by optimiz-
ing performances [29].

4.2  Goal modeling

This step covers elicitation, specification and validation of 
requirements. These activities are carried out informally in 
some methodologies, for instance using interviews, ques-
tionnaires, workshops, etc. In other cases, they are carried 
out more formally, using for instance use case modeling or 
goal definition techniques as in [16]. Indeed, it is commonly 
agreed in the literature that goal definition plays an essential 
role in requirements-driven design methodologies to accu-
rately capture users’ requirements (see [23] for an extensive 
survey of the recent literature on goal-oriented requirements 
engineering). For this reason, to handle this step we adopt 
the software development methodology Tropos [8], which 

Fig. 8  UML activity diagram for our methodology
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has been successfully adapted to DW design in GRAnD [16]. 
The main concepts of GRAnD are actors, which represent 
decision makers, and rationale diagrams, which represent 
the actor’s goals, their dependencies with other actors and 
their AND/OR decompositions into subgoals.

Differently from what suggested in the GRAnD meth-
odology, we skip organizational modeling and focus on 
decisional modeling and specifically on the goal analysis 
step, which considers the requirements of the DW from 
the perspective of the decision makers. First, all decision 
makers are identified and modeled as actors. Then, for each 
actor, her goals are analyzed and decomposed, to produce a 
set of rationale diagrams. Importantly, the following steps 
of decisional modeling according to GRAnD, namely fact, 
dimension and measure analysis, are not executed in our 
context because they require some conceptualization skills 
and a good familiarity with the multidimensional model. In 
practice, as discussed in Sects. 4.3 and 4.4, the gap between 
subgoals and multidimensional schemata will be filled in 
our methodology using e-pivot tables, rather than using fact/
dimension/measure analysis as in GRAnD. The main reason 
for using e-pivot tables is actually to identify dimensions 
and measures in an example-driven way, without requiring 
a deep understanding of multidimensional modeling from 
decision makers. Specifically, dimensions and measures 
will be determined starting from the headers of each e-pivot 
table.

The goals and subgoals of each decision maker are itera-
tively defined by the DW expert and then validated by the 
decision maker herself, until a consensus is reached. Fig-
ure 9 shows, concerning our case study, the goal model for 
two decision makers. The model includes two main goals: 
“Biodiversity monitoring,” from “Farmers and Ecologists” 
actors and “VGI monitoring,” from “VGI Database man-
agers” actors. The former is used to describe the ecologi-
cal biodiversity phenomenon (for instance, using average 
abundance as an indicator). In particular, four subgoals have 
been defined by farmers and ecologists to analyze the spa-
tio-temporal evolution of biodiversity: analyzing the impact 
of agricultural practices (such as plowing), analyzing the 
impact of plot management policies (e.g., using bounda-
ries with flowers), analyzing the impact of territorial man-
agement (such as road building, schools, etc.) and finally 
analyzing the influence of climate changing on biodiver-
sity (e.g., migration of species in urban areas). Using AND 
decomposition ensures that the “Biodiversity monitoring” 
goal can be achieved only when all subgoals are achieved. 
On the other hand, “VGI monitoring” has been specialized 
into two subgoals, namely “Protocol difficulties” and “Cov-
erage.” “Protocol difficulties” aim at monitoring whether the 
rules of the data acquisition protocol are correctly followed 
or not (e.g., has the data about the abundance of bees been 
collected monthly when the temperature was between 5 and 

15 Celsius degrees?). The “Coverage” subgoal is further 
specialized into “Spatio-temporal coverage” and “Socio-
economic coverage”; the former entails a temporal analysis 
of the spatial coverage in terms of data collection, while the 
latter concerns the profiling of volunteers (school students, 
young farmers, etc.). Here, OR decomposition is used to 
express that achieving a single subgoal can be sufficient to 
consider the goal as satisfied.

4.3  Pivot table modeling

This step entails a refinement of the refining requirements 
expressed by decision makers at the previous step; specifi-
cally, decision makers refine each goal/subgoal by drawing 
e-pivot tables. In fact, this step replaces fact, dimension and 
measure analyses of GRAnDin bridging the gap between 
(sub)goals and multidimensional concepts. As stated in 
Sect. 3.1, decision makers in real-world projects are often 
unskilled in DWs and OLAP. Therefore, it is very hard for 
them to express their analysis needs in terms of multidimen-
sional concepts such as measures and dimensions, and even 
in terms of classical requirements engineering concepts such 
as goals, KPIs, etc.

To address this issue, some query-driven or example-
driven methodologies have been devised, where queries are 
specified using either SQL statements [45], MDX expres-
sions [39] or query trees [38]. Unfortunately, unskilled users 
are clearly unable to cope with formal languages such as 
SQL and MDX; conversely, as already shown in the litera-
ture [3], they can easily understand and validate the results 
of prototype implementations, which normally consist of 
pivot tables returned by OLAP tools. For example, Shi-
momura et al. [50] use pivot tables as prototypes to interact 
with users and elicit requirements. Prototypes have also been 
used as a tool for validating requirements [1, 28, 51]. For 
this reason, we propose to adopt (enhanced) pivot tables as 
a formalism for requirements elicitation and specification.

In the following, we give a formalization of e-pivot 
tables; differently from existing approaches [37, 44], our 
formalization supports irregular multidimensional schemata 
as described in Sect. 2. Besides, we model the order in which 
the different dimensions appear in the e-pivot table, because 
we argue that it is representative of the decision maker’s 
interests.

Definition 1 (E-Pivot table) An e-pivot table has a schema 
and an instance. The schema consists of a sequence of level, 
(l1, …, ln), and one indicator, m. Each level l belongs to a 
dimension, dim(l); the levels belonging to the same dimen-
sion are adjacent and ordered from the coarsest to the finest. 
The instance consists of a set of pivot lines; a pivot line is 
characterized as follows:
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• It has exactly one value for the indicator m;
• For each level it has either a non-empty set of members, 

or “white” or “crossed”;
• Value “white” is not admitted for the first level;

• If one level is “crossed,” then all the following levels 
must be “crossed” too.

Fig. 9  Goal model for two stakeholders, showing their goals and subgoals
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An e-pivot table is graphically represented through a 
table as follows:

• The second row, called level header, orderly shows the 
names of the levels in the schema from left to right.

• The first row, called dimension header, shows the 
names of the dimensions to which each group of levels 
belongs; the rightmost column shows the name of the 
indicator.

• Each following row shows one pivot line of the 
instance; in case multiple members are present for 
some level, they are shown in separate subcells.

Remarkably, as shown in Fig.  10, our definition of 
e-pivot table supports the representation of all types of 
irregular multidimensional schemata listed in Sect. 3.3. 
In particular:

Fig. 10  E-pivot table repre-
sentation for a strict hierarchy 
(a), a non-strict hierarchy (b), 
a non-onto hierarchy (c), a 
non-covering hierarchy (d), a 
many-to-many fact-dimension 
relationship (e) and a multi-
granular fact (f)
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• A row showing multiple members for an intermediate 
level of a dimension represents a non-strict hierarchy 
(Fig. 10b);

• A row showing multiple members for the finest (right-
most) level of a dimension represents a many-to-many 
fact-dimension relationship (Fig. 10e);

• A white cell in the finest (rightmost) level of a dimen-
sion represents a missing value in a non-onto hierarchy 
(Fig. 10c);

• A white cell in an intermediate level of a dimension 
represents a missing value in a non-covering hierarchy 
(Fig. 10d);

• Crossed cells in the finest (rightmost) levels of a dimen-
sion represent a missing value in a multigranular fact 
(Fig. 10f).

Pivot tables normally include totals at different aggrega-
tion levels. We chose not to include them in e-pivot tables 
because, in our experience, they are hardly understood by 
non-skilled users; thus, in our approach, queries that com-
pute totals are treated as separate e-pivot tables. For exam-
ple, the query of Fig. 3 can be described by four e-pivot 
tables combining all the levels involved: (department, all 
species), (department, species), (city, all species) and (city, 
species).

Note that, in real-world DW projects, even in the pres-
ence of skilled users, specifying complex aggregations is 
a challenge, since (1) it may entail the writing of complex 
formulae, (2) different operators may be necessary when 
aggregating along the different hierarchies and even (3) dif-
ferent operators may be necessary when aggregating at the 
different levels of a single hierarchy. Thus, aggregations are 
normally specified and implemented by DW experts follow-
ing either a textual description, or a simplified formula, or 
some example given by users, and they always have to be 
validated by users with real values during the testing phase 
because they are a common source of severe and hidden 
errors [18]. Interestingly, some methods to specify complex 
indicators via collaborative work have been devised recently 
[13]; however they are meant to be used by DW designers 
so they cannot be used by the unskilled decision makers 
targeted by our proposal. Thus, in the current version of our 
methodology, users can give DW experts a first hint about 
how indicators should be computed using their names. For 
instance, AVG (yearly maximum of total abundance by plot) 
means that the abundance measurements are summed up for 
each plot, then the yearly maximum is found, and finally the 
average is used when aggregating on all remaining dimen-
sions. Then, the exact formula may be found through a few 
iterations between decision makers and DW experts and 
checked by the former during prototype validation in the 
implementation step.

As a side remark related to terminology, we observe 
that, in principle, choosing the right names for multidimen-
sional concepts could be made easier by relying on a well-
established domain ontology. However, to the best of our 
knowledge there is no single ontology for biodiversity in 
the agricultural context, so a complex integration between 
the partial ontologies available (such as AGROVOC1) would 
be required. Fortunately, in our setting decision makers are 
also data producers. Thus, they know very well the exact 
terminology to be adopted for measures, dimensions and 
levels. As a consequence, few relevant issues arose in map-
ping requirements onto the application domain model.

The role of DW experts during this phase is not only that 
of passively tracing the requirements expressed by decision 
makers in the form of e-pivot tables, but also that of actively 
guiding decision makers in producing good-quality require-
ments. In this direction, the specification of each e-pivot 
table is followed by a semi-structured interview whose 
questions are specifically aimed at addressing quality issues 
related to the multidimensional schema to be obtained. Simi-
larly to [52], which provides some quality metrics (accuracy, 
consistency, completeness and timeliness) over databases 
and decisional queries, we introduce some quality features 
for DW schemata as summarized below:

• Completeness: each hierarchy has all the necessary lev-
els; the multidimensional schema has all the necessary 
dimensions and indicators.

• Minimality: there are no useless or redundant dimensions, 
levels and indicators

• Correctness: hierarchies are correctly structured, specifi-
cally with reference to irregular schemata

• Accuracy: the values of indicators are correctly com-
puted.

As explained in Sect.  6.3, these quality features are 
related to the non-redundancy, depth of hierarchies and 
expressiveness metrics defined in [43] and to the complete-
ness, minimality and aggregation correctness criteria intro-
duced in [39].

In the following, we show the set of natural language 
questions derived from these quality issues, which are used 
as a base for the semi-structured interviews. Indeed, DW 
experts will complement questions with examples and sug-
gestions during the interview.

Q1  “A r e  s o m e  c o l u m n s  m i s s i n g ? ” 
(completeness)

1 http://aims.fao.org/fr/agrov oc, https ://www.scien cedir ect.com/scien 
ce/artic le/pii/S1574 95410 70003 62.

http://aims.fao.org/fr/agrovoc
https://www.sciencedirect.com/science/article/pii/S1574954107000362
https://www.sciencedirect.com/science/article/pii/S1574954107000362
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IF YES Q1.1  “Can you suggest the name and the corre-
sponding data for the new column?”

  Q1.2  “Can you classify it in an existing group of 
columns?”

 IF NO Q1.2.1  “What is the name of the new 
group?”

Q2  “Can some columns be deleted?”(minimality)
Q3  “Is the aggregation operator used for the 

numerical values correct?” (accuracy)
Q4  For each dimension, “could a finer level of 

detail be useful?” (completeness)
Q5  For each pair of columns of a group, “could 

the cell on the right be associated to multiple 
cells on the left?” (correctness, non-strict 
hierarchies)

Q6  For the rightmost column of each group, 
“could each numerical value be associated 
with multiplecells?” (correctness, many-to-
many fact-dimension relationship)

Q7  For each column, “could some cells be 
empty?” (correctness, non-onto and non-
covering hierarchies)

IF YES Q7.1  “What value could be shown without com-
promising readability?”

Q8  For each column, “could some cells be 
crossed?” (correctness, multigranular facts)

Note that there is no predefined order for these questions. 
They are asked to the decision makers depending on the spe-
cific element of the e-pivot table they are validating.

An example is proposed in Fig. 11. In refining subgoal 
“Temporal and spatial evolution” of Fig. 9, the decision 
maker drew the e-pivot table in Fig. 11a. After that, she 
went through the semi-structured interview. In response 
to questions Q1 and Q5, she improved the e-pivot table in 

terms of completeness and correctness by adding column 
month (a new level in dimension time) and a second city for 
happy farm (a non-strict hierarchy in location). The resulting 
e-pivot table is shown in Fig. 11b.

4.4  Multidimensional modeling

The goal of this phase is to translate each e-pivot table into 
a multidimensional schema and merge the resulting sche-
mata, which may be related to the core phase of query-driven 
approaches. In [38], some a priori knowledge of the user 
requirements is assumed to be available, though no orig-
inal techniques are proposed to build it, and the multidi-
mensional schema is obtained by matching this knowledge 
against the query graphs provided by users. In our setting, 
this approach cannot be applied, since there is no a priori 
knowledge—e-pivot tables are the only source of require-
ments. In [45], users express queries in SQL over the source 
(relational) database; however, the algorithm that creates the 
multidimensional schema starting from these queries also 
uses information coded within the source database, so it 
cannot be reused in our setting because data sources are not 
known in advance. In [39], users express queries (in MDX) 
over a “general” cube which is known a priori (they assume 
a DW already exists) to derive the schemata of additional 
cubes. This cannot be done in our setting, as no previous 
cube schema exists.

Since previous approaches cannot be reused here, we 
provide our own method. Basically, the idea is to map the 
headers of each e-pivot table onto multidimensional con-
cepts (namely hierarchies, dimensions, levels and indica-
tors). Figure 12 shows the pseudo-code for translation; the 
resulting multidimensional schema is expressed using the 
ICSOLAP profile. Remarkably, choosing ICSOLAP gives 
the advantage to enable automated prototyping during the 

Fig. 11  E-pivot table before 
(a) and after (b) validation 
triggered by semi-structured 
interview
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implementation phase. We also observe that, while the 
order of dimensions is modeled in e-pivot tables, it is not 
part of the ICSOLAP specification, which is only focused 
on the multidimensional structures. An example of the 
result of the algorithm starting from the e-pivot table with 
a non-strict hierarchy of Fig. 11b is the ICSOLAP model 
of Fig. 13.

E-pivot tables encourage decision makers to think in 
terms of single queries rather than in terms of a global 
multidimensional schema. Thus, each multidimensional 
schema obtained by the above algorithm normally includes 
only a subset of the dimensions, levels and indicators that 
should be contained in the overall DW schema. For exam-
ple, the time dimension of the e-pivot table in Fig. 13 
contains only one level year, while the e-pivot table of 
Fig. 14 contains the month level. This means that the final 
DW schemata must be obtained by merging the multidi-
mensional schemata obtained by translating all the e-pivot 
tables created by decision makers for each subgoal. In 
terms of DW design, this corresponds to the fusion of a set 
of multidimensional schemata, for which some approaches 
have been proposed in the literature. We adopt the one 
proposed in [47], which produces the schema shown in 
Fig. 15 starting from the ones in Figs. 14 and 15.

4.5  Implementation

Several approaches have been proposed for mapping require-
ments over data sources (e.g., [12]). In particular, [6] and 
[34] provide methods to validate conceptual multidimen-
sional model over relational data sources, but they do not 
take into account irregular schemata as previously described. 
Indeed, the existing work assumes that the DW schema 
meets the multidimensional normal forms [35], which 
exclude irregular structures and assume data summarizabil-
ity. Moreover, in the existing work data sources are typically 
represented as relational databases, since the mapping algo-
rithms operate on primary and foreign keys. This is another 
important limitation, since data lakes, where different types 
of data and storage systems (relational, textual, NoSQL, etc.) 
are joint together, are increasingly present in companies.

Due to the inherent complexity of devising an automated 
approach for the validation of (irregular) multidimensional 
schemata over (heterogeneous) data sources, in this work 
we advocate for a manual mapping, to be performed by DW 
experts in collaboration with decision makers and databases 
administrators. When a multidimensional element cannot be 
found in data sources, it is removed by the DW schema, and 
the e-pivot table involved is sent back to the decision maker 
to be updated. This kind of situation was quite infrequent in 

Create «Fact» with the name of the rightmost column of the dimension header, f
Create «NumericalMeasure» with name f
Create «BaseIndicator» with {aggregatedAttribute = NumericalMeasure} and {Aggregator = the aggregation operator in the cell}
For each other column d of the dimensions header

Create «Dimension» with name d
Create «Hierarchy» with name d
For each column l of the level header underlying d

Create «Level» with name l
Create «DimRelationship» between the rightmost column underlying d, lfinest, and «Fact» f
If there is at least one row with multiple values in lfinest

Give «DimRelationship» the cardinalities of a many-to-many fact-dimension relationship
Else

Give «DimRelationship» the cardinalities of a many-to-one fact-dimension relationship
If there is at least one row with a white/crossed cell in lfinest

Give «DimRelationship» the cardinalities of a non-onto hierarchy / multigranular fact
Else

Give «DimRelationship» the cardinalities of an onto hierarchy 
For each couple (l, l') of adjacent columns of the level header underlying d

Create «AggRelationship» between l and l'
If there is at least one row with multiple values in l

Give «AggRelationship» the cardinalities of a non-strict hierarchy
Else

Give «AggRelationship» the cardinalities of a strict hierarchy 
If there is at least one row with a white cell in l

Give «AggRelationship» the cardinalities of a non-covering hierarchy
Else

Give «AggRelationship» the cardinalities of a covering hierarchy 

Fig. 12  Algorithm for translating an e-pivot table into an ICSOLAP multidimensional schema
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our context, as decision makers have good knowledge of the 
data sources [5].

Prototyping is one of the most used requirements elici-
tation and validation methods in the development of both 
DWs and generic software. In our methodology, once an 
ICSOLAP model has been obtained at the previous step, it 
is implemented by DW experts using the ProtOLAP tool [3]. 
In this way, decision makers can access their pivot tables on 
the OLAP client and use them to validate their requirements.

ProtOLAP takes in input a UML model defined with 
ICSOLAP through the MagicDraw CASE tool and automati-
cally creates the SQL scripts for Postgres (table creation and 
data insertion) as well as the XML configuration files for the 
Mondrian OLAP server. Importantly, this step enables the 
quick creation of a prototype to be shown to decision makers 
on the one hand; on the other, it allows DW experts to check 
for the feasibility of implementing the DW schema on the 
OLAP server and the DBMS.

Before the ICSOLAP schema can be fed into ProtOLAP 
and prototyped, it may have to be transformed, because 
irregular multidimensional schemata are not natively 

supported by Mondrian. Some solutions have been pro-
posed in the literature to transform irregular multidimen-
sional schemata; these solutions have pros and cons, and 
the choice of the best one depends on the application 
domain and decision makers’ needs. For example, accord-
ing to [32], the following rules can be applied:

• Non-covering and non-onto hierarchies introduce 
dummy members in the levels that present missing 
data. In this way, all level cardinalities become 1-to-
many, and all hierarchies become covering and onto.

• Non-strict hierarchies transform the parent level of the 
non-strict relationship into a new dimension, so that the 
many-to-many relationship is represented through the 
fact itself.

• Many-to-many fact-dimension relationship creates a 
dummy level whose members are sets of members, so 
that each event can be connected to a single member of 
this dummy level.

• Multigranular facts add a dummy member to the dimen-
sion level.

Fig. 13  ICSOLAP multidimensional schema for the e-pivot table of Fig. 11b
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For example, for the non-strict hierarchy of the schema in 
Fig. 12, the spatial dimension is split into two dimensions, 
farm and city.

We close this section by remarking that this step primarily 
validates the requirements associated with a single multidi-
mensional schema; however, when all prototypes have been 
built and validated, it is also used to check the complete-
ness of requirements. Indeed, by playing with the prototypes, 
decision makers may find out that some e-pivot table they 
need cannot be obtained with the prototype, which means 
that some other requirement should be implemented. In this 
case, the workflow restarts from step 1, complementing the 
previously designed goal, e-pivot table and multidimen-
sional schemata. As discussed in [5], different meetings 
may be necessary to finalize the DW prototype (in our case 
study, from 2 to 5). Note that, while the semi-structured 
interviews used to validate each single multidimensional 
schema require the participation of DW experts due to the 
poor skills of decision makers in OLAP, the validation of 
the completeness of the requirements covered by the DW 
prototype is up to the decision makers since it solely depends 
on their analysis needs. Interestingly, in our experience there 
is no need for DW experts to solicit the decision makers to 

find out more requirements; while playing with prototypes 
to create e-pivot tables, decision makers better understand 
the power of the OLAP paradigm, so they actively propose 
additional requirements until they consider the DW com-
pletely satisfactory.

5  Experiments

The multidimensional modeling and implementation steps of 
our methodology have been already evaluated in [5]. It was 
confirmed that the use of prototyping allows an iterative and 
rapid design since it speeds up the implementation time, and 
that decision makers find “playing” with the OLAP client 
very useful to validate their requirements. Therefore, in this 
section we focus on validating e-pivot tables as a tool for 
the elicitation phase, in particular on understanding to what 
extent they can be effectively used by non-skilled users to 
express their analysis needs. We have tested both the read-
ability (the ability of users to understand a given e-pivot 
table) and the writability (the ability to create an e-pivot 
table) of e-pivot tables representing irregular multidimen-
sional schemata.

Fig. 14  Input of the fusion between multidimensional schemata



59Requirements Engineering (2021) 26:43–65 

1 3

Eleven users have been recruited from the academia. 
They are students, professors and engineers in different 
domains: agronomy, robotic engineering and computer 
science. We have used a multidimensional application 
concerning the evaluation of students’ votes. All users 
have been trained about the e-pivot table formalism with 
a 15 min session using the examples shown in the previ-
ous sections.

As to readability, we have shown to the users five e-pivot 
tables containing all the types of irregular structures 
mentioned in Sect. 3.3. Then, we have asked each user to 
describe in natural language the e-pivot tables. For each 
e-pivot table, we have checked whether the user has well 
understood each irregular structure. As a result, all users 
have correctly interpreted all e-pivot tables, which confirms 

our hypothesis that e-pivot tables embody a visual metaphor 
which is suitable for unskilled users.

As to writability, we have asked users to create an e-pivot 
table that allows answering this question: “What is the aver-
age vote per student and gender, per course and department, 
and per year?”, considering that (1) students may avoid 
showing their gender for privacy (non-covering hierarchy), 
(2) a course can belong to multiple departments (non-strict 
hierarchy) and (3) a group of students could take an exam 
together, in which case a single mark is given to the whole 
group (many-to-many fact-dimension relationship). For 
each user, we have counted the number of errors and the 
type of multidimensional element involved; the percent-
age results are summarized in Fig. 16. Many-to-many fact-
dimension relationships are clearly the irregular structures 

Fig. 15  Output of the fusion between multidimensional schemata
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that most frequently produce errors (54% of cases). We have 
also measured how many errors were corrected after our 
questionnaire, since pivot table modeling is followed by 
a semi-structured interview in our approach. Remarkably, 
all errors related to non-strict and non-covering hierarchies 
were solved thanks to the questionnaire; only many-to-many 
fact-dimension relationship errors were not completely cor-
rected by users, but then they were simply corrected by the 
DW experts.

We have also analyzed the errors based on the part of 
the e-pivot table where they occur. Two common errors 
appeared: the usage of the headers (46%) and the order of 
the columns representing the levels of a dimension (36%). 
However, all these errors were quickly solved by users them-
selves after the DW experts had shown them an example of 
well-formed e-pivot table. Therefore, we can conclude that 
these kinds of errors are due to the short training phase.

To sum up, our experiments show that e-pivot tables are 
easily understood by unskilled users, and the presence of 
irregular structures is not an obstacle to their adoption as a 
requirements elicitation tool for complex multidimensional 
schemata. Additionally, semi-structured interviews appear 
to be really effective in guiding users towards the resolution 
of problems and misunderstandings.

6  Related work

6.1  Data warehouse design

We can divide DW design methodologies into two main 
groups. One group considers the participation of the domain 
experts at the beginning of the process (during requirements 
and knowledge elicitation). The other group includes the 
experts during the following stages of the process. Winter 
et al. [55] propose an approach to obtain the schema of a 
DW beginning with the identification of targeted users, the 

sources of data and the requirements over the data. They 
propose an iterative and incremental approach, where users 
are involved at the beginning of the cycle. The process ends 
with the validation of the schema using the queries elicited 
at the beginning of the process. Elamin et al. [14] propose 
another approach to obtain the schema of a DW with three 
main steps: elicitation, normalization and schema construc-
tion. The experts participate in the first step. This proposal 
consists of a group of heuristics and algorithms in order 
to make the derivation. Mazon et al. [36] also propose a 
methodology to produce DW schemata using heuristics. The 
approach consists of well-defined steps, and the user is only 
involved in the first step. This proposal elicits requirements 
from the goals.

Salinesi and Gam [48] propose an iterative and incremen-
tal approach with three steps: elicitation, design and integra-
tion. Although the approach is similar to other proposals, the 
decision makers are highly involved in the activities. They 
participate in the first step to describe their business needs, 
but also in the design and integration steps to validate the 
models. The approach proposed does not use any heuris-
tic, which is why the involvement of experts is so impor-
tant. Bruckner et al. [9] propose a methodology with high 
involvement of experts and no rules to derive multidimen-
sional schemata. Their approach includes several levels of 
abstraction: business level, user levels and finally, require-
ments levels. Kumar et al. [30] also consider different levels 
of abstraction, from early to late requirements. They also 
consider organizational and personal needs. Nevertheless, 
the approach is not iterative. Guo et al. [21] also deal with 
early requirements in a sequential approach. They begin 
with the elicitation of the organizational needs, to obtain 
the schema, to finally elicit requirements. It is interesting 
how they use requirements in order to validate the scheme, 
while in general, the schema is obtained from requirements. 
Paim and Castro [40] also deal with early requirements. 
Their approach does not produce the schema but only the 

Fig. 16  Writability tests: per-
centage of errors per type
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requirements. However, they perform an intensive interac-
tion with experts in order elicit, specify, verify, validate and 
improve the specification, until the quality and precision of 
the requirements are considered acceptable. Then, they fin-
ish the specification of requirements that can be fed to other 
approaches to obtain the schema.

In contrast to iterative methodologies that capture knowl-
edge incrementally, there are waterfall methodologies that 
need a complete specification in order to produce the DW 
schema. These approaches generally rely on formal transfor-
mations and are composed of sequential steps. Nabli et al. 
[37] use requirements specification as a tool to derive the 
DW schema. The rules rely on substitution and merging 
operations. Giorgini et al. [16] also rely on formal transfor-
mations. They use a goal-oriented specification technique, 
and the experts are involved during most of the process. 
Finally, Kaldeich et al. [27] propose a similar approach, 
where they use user requirements and data models as well 
as goals.

DW design methodologies can also be grouped accord-
ing to the techniques and the process they rely on. Several 
approaches rely on goal-driven modeling techniques [16, 21, 
27, 30, 36]. In general, they rely on Tropos and i*. These 
techniques demand high involvement of experts during early 
stages of elicitation to determine the objectives of the organ-
ization and their participants to identify requirements that 
satisfy these goals [27, 48]. Some approaches rely on natural 
language [14, 21, 27]. These approaches elicit information 
(facts, requirements, data), and they analyze this informa-
tion to design the DW model. Some other approaches use 
UML models [36]. Use cases are specifically used in order to 
elicit and validate requirements [9]. A similar tool, namely 
scenarios, is adopted by another proposal [40]. Finally, in 
[42] the driving force for requirements elicitation is deci-
sions; to relate them with the required information, four 
techniques are proposed based on different critical success 
factors expressed by managers. Overall, interviews are the 
most common technique adopted [21, 26, 40]; other frequent 
techniques are questionnaires [26], focus groups [26], work-
shops [40], observation [26] and prototyping [40].

Generally, requirements analysis includes elicitation 
and specification. Nevertheless, some approaches consider 
requirements validation. Some rely on prototypes and expert 
users [26, 40], in some cases using questionnaires [22]. 
Some other approaches rely on verification, where the DW 
design is contrasted against early models of requirements 
[14, 21, 48, 55].

The following table summarizes the current work. 
Approaches are classified based on the elicitation technique, 
the process type, the user/expert involvement, the orientation 
(e.g., goal-driven), the level of process formalization and the 
method used for the validation of the requirements. Table 1 
suggests that our approach is the only one using pivot tables 

as elicitation technique and based on an example-driven 
model. Finally, an important novelty of our proposal is that 
we use early prototyping for validation, which adds rapidity 
and flexibility to the methodology.

6.2  Data warehouses and unstructured data

Since a couple of decades ago, there has been an increasing 
interest in incorporating unstructured data into the decision-
making process. The first attempts in this direction were 
essentially aimed at designing a DW in a data-driven fash-
ion starting from unstructured (typically, XML) data rather 
than relational databases, e.g., [54]. These approaches are 
often classified as schema-on-write, as they force unstruc-
tured data to fit a structured and fixed schema at the time 
of loading them into the DW. A more recent trend is that of 
storing unstructured data in a so-called data lake rather than 
in a DW, leaving them in their raw format; then, data can be 
analyzed using a schema-on-read approach, i.e., adapting 
them to some (flexible and user-defined) schema only at the 
time of accessing them. The work done in this direction (e.g. 
[11, 15],) aims at satisfying the situational analysis need 
of data scientists rather than the stationary needs of deci-
sion makers, while preserving and exalting the variety and 
dynamics of schema less data. Overall, these schema-on-
read approaches cannot be compared to ours, which relies on 
a DW and can be classified as schema-on-write. Note that a 
schema-on-read approach could not be adopted for the type 
of projects we consider in this paper (see Sect. 3), because 
it requires that users have some strong background in multi-
dimensional modeling; besides, creating multidimensional 
schemata on-the-fly when accessing data makes it very hard 
to cope with irregular hierarchies.

6.3  Quality metrics

The problem of devising specific metrics to assess the qual-
ity of multidimensional schemata has been long debated in 
the literature. In a recent survey [20], it is observed that 
most approaches aim at introducing metrics for understand-
ability and complexity, which in most cases come down to 
measuring the size of the schema by counting the number of 
its elements, both at the conceptual (e.g., number of dimen-
sions and number of irregular hierarchies) and logical (e.g., 
number of tables and number of attributes) level [49].

Interestingly, in [43] a quality framework for multidi-
mensional schemata is presented, based on three points of 
views: specification (the designer’s one), usage (the deci-
sion maker’s one) and implementation (the developer’s 
one). With reference to the specification view, the paper 
introduces four criteria: legibility, expressiveness, sim-
plicity and correctness. Legibility is related to non-redun-
dancy (no repeated elements in the schema), factorization 
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(reuse of hierarchies across different cubes, similarly to 
what done with the conformity factor in [18]) and zoom-
in/zoom-out facilities (depth of hierarchies, similarly to 
what done with the roll-up factor in [18]). Expressiveness 
has to do with the number of measures, dimensions and 
levels in a fact. Simplicity deals with the number of facts, 
levels and arcs in the schema. Finally, correctness essen-
tially counts the number of errors found on the schema 
elements. Of all these metrics, those related to a whole 
cube (e.g., number of dimensions) or even to a set of cubes 
(e.g., conformity factor) could not be used in our approach 
as a guideline to find the set of questions to be posed to 
decision makers during pivot table refinement. The reason 

is they require a global view of the multidimensional con-
tent—which decision makers do not have at this stage. 
Decision makers only have a local view related to the spe-
cific e-pivot table they are creating, so only local metrics 
can be taken into account, namely non-redundancy, depth 
of hierarchies and expressiveness. These metrics can be 
mapped, respectively, onto features minimality, correct-
ness and completeness listed in Sect. 4.3.

Finally, the criteria used to assess the quality of a DW 
in [39] are completeness, minimality, correct aggregations 
and minimal sparsity. The first three of them can be easily 
mapped to those of Sect. 4.3, while minimal sparsity can-
not be evaluated in our setting since it requires an estimate 

Table 1  Comparison of our approach with the previous ones

Approach Technique Process User involvement Orientation Process Validation

Our approach Interviews, e-pivot 
tables, prototyp-
ing

Iterative, incre-
mental

High Requirements-
driven by exam-
ples

Formal Early, through proto-
typing

[9] Use cases Iterative, incre-
mental

High No given informa-
tion

Free No given informa-
tion

[14] Natural language Waterfall Low No given informa-
tion

Formal, eight heu-
ristics and some 
algorithms

Yes

[16] Interviews Waterfall Medium, during 
the whole process

Goal-driven Formal Involvement of 
the stakeholders 
during the whole 
process to provide 
feedback

[21] Interviews, natural 
language, inter-
views

Waterfall Medium, one stage 
in the middle of 
the process relies 
on users

Goal-driven, 
data-driven, user-
driven

Free No given informa-
tion

[26] Interviews, focus 
groups, question-
naires, observa-
tion

Iterative, incre-
mental

Low No given informa-
tion

Free Through prototyping

[27] Natural language No given informa-
tion

No given informa-
tion

Demand-driven, 
data-driven, goal-
driven

Formal No given informa-
tion

[30] Interviews Waterfall No given informa-
tion

Goal-driven Free No given informa-
tion

[36] i*, UML Waterfall Low No given informa-
tion

Formal No given informa-
tion

[37] No given informa-
tion

Waterfall Low No given informa-
tion

Formal, rules to 
provide a unified 
schema (basically 
substitution and 
union operations)

No given informa-
tion

[40] Interviews, work-
shops, prototyp-
ing, scenarios

Iterative and incre-
mental

High No given informa-
tion

No given informa-
tion

Yes

[48] Interviews Iterative, incre-
mental

High No given informa-
tion

Free Yes

[55] No given informa-
tion

Iterative, incre-
mental

Low No given informa-
tion

No given informa-
tion

No given informa-
tion
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of the percentage of empty cells in the cube, which could 
hardly be obtained from our unskilled users.

7  Conclusion and future work

DWs and OLAP are first citizens of Business Intelligence 
systems. The more the warehoused data reflect the deci-
sion makers’ analysis needs, the more the DW project will 
be successful. Therefore, several works have investigated 
DW design methodologies. Despite the importance of 
the elicitation phase in these methodologies, few works 
are specifically focused on how to collect, formalize and 
validate decision makers’ needs. Motivated by this poor 
attention, and in particular by the lack of an approach to 
elicitation well-adapted to decision makers not skilled 
in OLAP and DWs; in this paper, we have proposed a 
requirements-driven DW design methodology based on 
the e-pivot table formalism. E-pivot tables allow decision 
makers to express and formalize their analysis needs by 
their own, in a by-example fashion. Then, they are also 
used to formally derive DW schemata in an interactive 
and iterative process.

Interestingly, with reference to the testing methodology 
proposed in [18], our methodology directly covers

• Three types of tests aimed at ensuring the quality of the 
multidimensional schema, namely

• The workload test, which verifies that the workload 
expressed by users during requirement analysis is actu-
ally supported by the multidimensional schema;

• The hierarchy test, which verifies that the functional 
dependencies represented by hierarchies in the multidi-
mensional schema are actually valid on source data;

• The usability test, that verifies that the schema can be 
understood by users; and

• The nomenclature test, which checks that the names 
chosen for attributes, measures and domain values are 
appropriate, consistent and well interpretable by users;

• Two types of tests of the front-end, namely
• The functional test, of which a critical part consists in 

checking that aggregation are correctly defined and com-
puted;

• The usability test, which assess the quality of the front-
end in terms of learnability (how easy is it for users to 
accomplish basic tasks the first time they use the inter-
face?), efficiency (once users have learned to use the 
interface, how quickly can they perform tasks?), error 
recovery (how many errors do users make, how severe 
are these errors, and how easily can they recover from 
the errors?), and satisfaction (how pleasant is it to use 
the interface?).

The experiments we conducted show that e-pivot tables 
are suitable for non-skilled decision makers during elicita-
tion. In particular, they turned out to be both well-readable 
and well-writable, especially when coupled with semi-struc-
tured interviews. These experiments, associated to those pre-
viously conducted for ProtOLAP, confirm the advantages of 
our proposal.

However, using e-pivot tables indeed has some 
limitations:

• When complex aggregations or derived indicators are 
to be specified, the support given to decision makers by 
e-pivot tables is limited. While now the semantics of 
indicators is essentially carried by the indicator names, to 
more accurately cope with this issue we should give deci-
sion makers the possibility of writing a formula and have 
the system automatically check that the values they input 
are consistent with this formula. Though this solution is 
quite straightforward from the implementation point of 
view, finding a precise yet intuitive way to edit formulae 
(especially when different aggregation operators have 
to be applied for different hierarchies or different levels 
within a hierarchy) is indeed a challenge when unskilled 
decision makers are involved.

• The questions for semi-structured interviews listed in 
Sect. 4.2 are meant to be a base for stimulating a dis-
cussion between decision makers and DW experts about 
the quality of multidimensional schemata. Some issues 
deserve further investigation: (1) is the proposed set of 
questions complete with reference to the four quality 
factors we consider? (2) can an alternative set of more 
detailed and understandable questions be defined to 
reduce the additional work to be done by DW experts 
during semi-structured interviews? (3) which other qual-
ity metrics (e.g., credibility) could be taken as a refer-
ence?

• One issue with goal-based modeling is how to under-
stand that goal refinement into subgoals is sufficient. No 
specific indications are given in [16] to this end, while in 
[33] it is argued that the refinement process ends when 
the finest-grain subgoals can be associated to actions that 
the system or the actors can perform to fulfill them. In our 
approach, each finest-grain subgoal can be refined, dur-
ing pivot table modeling, into one or more e-pivot tables; 
thus, there is no criticality in ensuring that refinement 
ends only when subgoals corresponding to single e-pivot 
tables are found. On the other hand, finest-grain subgoals 
are used during multidimensional modeling to drive the 
fusion of the multidimensional schemata obtained from 
each e-pivot table. Thus, stopping goal refinement too 
early or too late may lead to cubes that are either very 
generic (i.e., they actually cover multiple facts) or very 
detailed (i.e., they could be further merged), respectively. 
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In our case study, in a few situations the cubes created 
were deemed too generic by decision makers, so we had 
to go back to the goal modeling step and repeat the fol-
lowing steps with finer subgoals. Clearly, this kind of 
iteration can be costly, so a more efficient solution to this 
issue should be devised.

Motivated by the feedback collected during the experi-
ments, in our future work we plan to develop a web-based 
tool to support users when drawing e-pivot tables, since in 
the absence of a guide some errors may appear in the struc-
ture of the e-pivot table. We also plan to extend the proposed 
approach in order to support users in mapping requirements 
into a domain data model. To this end, we will provide rules 
to guide the analysis of the information obtained from the 
interviews (narrative descriptions) to identify keywords that 
can be considered as elements in the domain data model. 
This technique will rely on natural language process-
ing, on the construction of glossaries and on the available 
ontologies.
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