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Wireless sensor networks (WSNs) are typically constituted by a large number of connected
sensors (nodes), generally distributed at random on a given surface area. In such large-
scale networks, the desired global system performance is achieved by gathering local infor-
mation and decisions collected from each individual node. There exist three fundamental
global issues on WSNs that we consider here, namely, full network connectivity, high
coverage of the sensing area and reduced power consumption, thus improving on the
network lifetime. Full connectivity can be obtained either by increasing the transmission
range, at the expense of consuming higher transmission power, or by increasing the num-
ber of sensors, i.e. by increasing network costs. Both of them are closely related to global
network lifetime, in the sense that the higher the power consumption or the more the
number of active sensors present, the shorter the network lifetime (Wang et al., 2007)
[1]. Here, we are interested in the minimal number of active nodes required for keeping
the network functioning, while the problem of redundancy, i.e. having additional nodes
kept in a sleeping mode for a certain period of time, can be implemented afterwards based
on the present ‘minimal’ results. So the main question is, how can one design large-scale
random networks in order to have both global connectivity and minimum number of active
nodes reducing the total energy consumption? Although these questions have been
addressed often in the past, a definite, simple predicting algorithm for achieving these
goals does not exist so far. In this paper, we aim to discuss such a scheme and confront
it with extensive simulations of random networks generated numerically. Specifically,
we study the minimum number of nodes required to achieve full network connectivity,
and present an analytical formula for estimating it. The results are in very good agreement
with the numerical simulations as a function of transmission range. We also discuss results
on how to further diminish network energy consumption by switching off some of the
active nodes at random by keeping the connectivity of the whole network. The present
results are expected to be useful for the design of more efficient WSNs.

� 2014 Published by Elsevier B.V.
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1. Introduction equipped with integrated functionalities of sensing, com-
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Wireless sensor networks (WSNs) are composed of ele-
ments (the sensors, also called nodes hereafter) that are
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munication and computation [2–4]. The nodes typically
operate with small batteries that are very difficult or
expensive to recharge or replace, and can perform simple
functions which may not be capable of implementing
sophisticated coding, modulation and multiple access
schemes [5]. These nodes are able to form a wireless
tworks,
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network. They can communicate with their neighbors
through wireless channels and with other nodes in the net-
work through intermediate nodes, in order to coordinate
their sensing activities. Furthermore, they can relay the
data they sense to an specified data collection location,
typically referred to as a sink.

WSNs are characterized by having a large number of
connected wireless nodes [6]. Recent advances in Micro-
Electro-Mechanical Systems (MEMS), digital electronics
and wireless communication technologies have enabled
the deployment of large-scale WSNs, where thousands or
even tens of thousands of nodes are distributed over a vast
field to detect events of interests and send information to
the sink [7,8]. Lack of any centralized control and the
large-scale of network give rise to a number of challenging
design and performance evaluation issues in such net-
works. Among them, a unique characteristic of WSNs is
that the desired global system performance will be
achieved based on local information and decisions col-
lected from each individual node within the network.

One fundamental global property in WSNs is connectiv-
ity, ensuring that each node can transmit data to any other
node over multiple hops [9]. It is a challenging task to
maintain connectivity for the whole network because of
the limited transmission range of sensors, due to power
supply constraints, and due to the fact that some nodes
may be down if they run out of energy. The latter can be
prevented if an efficient working schedule is implemented.
Connectivity is further affected when the wireless medium
undergoes severe attenuation due to environmental (ambi-
ent) noise and external interference. Therefore, the connec-
tivity among the nodes may vary with time.

Accordingly, the network topology can change rapidly
and unpredictably over time, resulting in arbitrary topolo-
gies. In this case, the topology of WSNs may be determined
by the transmission range, the scheduling scheme, and the
characteristics of the wireless medium, while the control of
the network is distributed among the nodes [10]. Conse-
quently, it is a fundamental challenge for WSNs to main-
tain connectivity in a distributed fashion by the topology
controlling functions that lie between the medium access
control (MAC) and the network routing layer.

Network lifetime is inherently another fundamental
global property; it is defined as the period from the start
of network operation to the moment when the first node
in the network runs out of energy [11–14]. One approach
for network lifetime maximization is to reduce node’s
transmission power sufficiently in order to reach their far-
thest selected neighbor, which cannot only save energy but
can also improve network throughput by mitigating the
medium contention. Nevertheless, there is a price to be
paid for this advantage because the shrinking of transmis-
sion range may strongly affect the network connectivity
due to the decrease of the number of neighbor nodes con-
nected to a given one (called node degree). Another effec-
tive means of conserving energy is to schedule nodes to
sleep (i.e., turning off their radios) when they are not
needed, without altering global connectivity and spatial
coverage of the sensing field. The dependence of the con-
nectivity on the transmission range and the number of
running nodes greatly complicates analysis. In particular,
Please cite this article in press as: H. Wang et al., Connectivity, coverage
Comput. Netw. (2014), http://dx.doi.org/10.1016/j.comnet.2014.10.008
how connectivity can be achieved by maximizing global
network lifetime? While traditional theories, methodolo-
gies and techniques approaching this research problem
are meaningful and efficient for the computations and
analysis for small-scale networks, most of them are no
longer applicable for large-scale networks due to the lack
of scalability [15]. The interactions among large number
of nodes and between different levels of the network archi-
tecture generate unexpected, often unpredictable global
behaviors that need to be better understood.

To handle this question, in-depth analysis of the com-
plex properties of WSNs are required. In particular, there
is a need to measure the dependence of statistical global
system properties of large-scale WSNs, such as average
path distance, clustering coefficient, and degree distribu-
tion, on the network configuration, such as transmission
range and the number of scheduling nodes, both qualita-
tively and quantitatively, for a better understanding of
the intrinsic relations between them. Specifically, within
different levels of the protocol structure of WSNs, the
high-level (global) dynamical behaviors are not only deter-
mined by those at the lower (distributed and local) levels
but also affected significantly by networking interactions.

In this paper, we assume that N nodes are deployed in a
surface region of given square area L2. Packets are sent
from node to node in a multihop fashion until they reach
their final destination. Notice that here, we assume that
there is only one sink node in the network. We study the
statistical performance of the network controlled by one
sink and derive the theoretical foundations of single-sink
WSNs. The single-sink WSN results can be easily extended
to multiple-sink networks by viewing the former as one
component of the latter. Specifically, we consider Random
Networks, where N nodes are randomly located in space,
i.e., independently and uniformly distributed in the plane.
It is assumed that the nodes are homogeneous, i.e., all have
the same transmission range or power.

We are interested in the following research problems:
What is the degree distribution in such WSNs (in other
words, distribution of the number of nearest neighbors)?
The by-products are average degree and maximum
degree. What is the average minimum number of nodes
to keep the network connected within the given zone of
area L2? What is the average maximum number of
removed nodes which still guarantees connectivity of
the network, and what is the efficient scheduling scheme
for removing them? How does the average minimum
number of nodes change as the transmission range
changes in the given area? What is the average shortest
path distance? As a by-product, the network lifetime
can be derived from that. What is the clustering coeffi-
cient? Answers to these questions provide important
insights into the design and performance of large-scale
WSNs to maintain the connectivity of the network while
increasing its lifetime.

The main contributions of this paper are the following:

� We generate random sensor networks by deploying
a minimum number of nodes required to achieve a
fully connected network topology and essentially full
area coverage.
and power consumption in large-scale wireless sensor networks,
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� We find an analytical expression for estimating the
above average minimum number of nodes as a func-
tion of transmission range.

� We calculate several graph metric properties of the
corresponding graphs suggesting different possible
ways for getting further optimized networks.

� We derive the total power consumption of the net-
work as a function of the number of nodes and dis-
joint sub-graphs whose nodes can be switched off
alternatively by keeping full connectivity and
coverage.

� We design the distributed management protocol to
maintain both full connectivity and higher than
90% coverage in large-scale WSNs.

2. Graph theory tools for WSNs

To describe and characterize complex WSNs, we intro-
duce some concepts and measures in complex networks
which will be used in this work. Consider the setting on
a planar square area L2 and the following set of
assumptions.

2.1. Graph representation

There are N nodes randomly located within a square
area L2 on the plane. We assume that all nodes have the
same transmission range, and have, in addition, the same
sensing range equalling to the transmission range. Then,
the resulting communication graph is called a unit disk
graph (UDG), in which two nodes can communicate with
each other directly if and only if their distance is smaller
than the transmission range. The network can be repre-
sented by a set V of nodes and a set E of edges, linked
together in a graph denoted as G ¼ ðV ; EÞ. Therefore, the
total number of nodes is N ¼ jV j and that of edges is
M ¼ jEj. Here, each edge is connected to one pair of nodes,
one at each side. We consider the undirected network, in
which edges have no orientation. In other words, any pair
of nodes, such as ði; jÞ and ðj; iÞ in the reverse ordering, are
connected by the same edge.

2.2. Average distance

The distance between two nodes i and j, denoted as dij,
is equal to the total number of edges that connect them
through shortest linkages. The diameter of the network,
denoted D, is defined as the largest of all distances in the
network; that is,

D ¼ max
i;j

dij:

The average distance of a network, or average shortest
path, is defined as the average value of all distances over
the network:

‘h i ¼ 1
1
2 NðN � 1Þ

X
i>j

dij:
Please cite this article in press as: H. Wang et al., Connectivity, coverage
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2.3. Clustering coefficient

If node i has ki edges connecting it to other ki nodes,
called neighbors of node i, it is easy to verify that there
are at most kiðki � 1Þ=2 edges among these ki nodes. Let
Ei be the number of the actual edges existing among the
ki nodes. Then, the ratio between the real and the possible
number of edges in the cluster of the ki nodes is defined as
the clustering coefficient of node i, denoted as Ci; namely,

Ci ¼ 2
Ei

kiðki � 1Þ :
2.4. Degree and average degree

In our setting, the degree of node i in an undirected net-
work is defined as the number ki of the edges connecting it
to the other ki neighbors. It is intuitively clear that a node
with higher degree will be ‘‘more important’’ than a one
with lower degree in the network, because it will have
more significant influence on other nodes and even the
whole network, in terms of dynamics, information flows,
data traffic, etc. Furthermore, the average degree of a net-
work is the average value of all such node degrees ki over
the entire network, denoted by hki.

2.5. Degree distribution

An important property of the network is the distribu-
tion of nodes with a certain degree. This degree distribu-
tion is defined by a probability distribution function, PðkÞ,
which is the probability density that a randomly-picked
node has degree k, where each node has an equal probabil-
ity to be picked; that is,

PðkÞ ¼ fProbability that a node has degree

k; jthe node is picked at random uniformlyg:
3. Related works

Several previous works report results relevant to the
present work such as network properties and maintenance
techniques, including: connectivity, topology control, and
power control for network lifetime maximization.

3.1. Connectivity

A basic concern in designing and implementing WSNs is
connectivity to ensure that all of the nodes can be reached,
which is a global property for constituting a connected
graph. In this paper, we concentrate on connectivity and
ignore wireless interference in the network because inter-
ference can be avoided through carefully scheduling trans-
missions. The undirected connectivity graph is used to
support communication, where the set of nodes are
defined as vertices and an edge ði; jÞ is present if node j is
reachable by node i, and vice versa.

Based on arbitrary characteristics of WSN topology, the
networks are typically modeled as random graphs [16,17].
Erdös and Rènyi (ER) random graph, BðN; pðNÞÞ, is one of
and power consumption in large-scale wireless sensor networks,
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the most important random graph models consisting of N
nodes [18]. Given N isolated nodes to start with, two nodes
are chosen at random at each step, i.e., independently and
identically, and then they are connected by an edge with
probability PðNÞ, according to a uniform distribution. The
critical probability for asymptotic connectivity of an ER
random graph is given as follow [19]:

Theorem I. If we choose pðNÞ ¼ ðlog N þ cðNÞÞ=N, then the
probability that BðN; pðNÞÞ is connected converges to one as
N !1 if and only if cðNÞ ! þ1.

However, an ER random graph cannot detect the loss of
connectivity in a network when the distance between
nodes are larger than the transmission range. Random
Geometric (RG) Graphs are more suitable for WSNs since
the presence of a link between two nodes is based on the
distance between the nodes [20]. Given N nodes deployed
in a plane at random, the edge is formed between two
nodes i and j if and only if the distance between them is
less than the transmission range RðNÞ. The transmission
range RðNÞ to obtain asymptotic connectivity of RG graph
is given in the following relation [21,22]:

Theorem II. If we choose pR2ðNÞ ¼ ðlog N þ cðNÞÞ=N, then
the probability that GðN;RðNÞÞ is connected converges to one
as N !1 if and only if cðNÞ ! þ1.
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3.2. Power control

The global property of connectivity becomes very inter-
esting in seeking local properties whereby the connectivity
can be achieved. One such local properties is the transmis-
sion range and, assuming the reasonable noise and inter-
ference model, it translates into the number of neighbors
of a node. The node can communicate with more neighbors
by employing larger transmission range, but it costs more
energy. Thus, minimizing power assignment for energy
conservation has received much attention over the past
few years [23].

An overview of power control is given in [24]. A central-
ized spanning tree algorithm for creating connected and
bi-connected static networks with the objective of mini-
mizing the maximum transmission power among all possi-
ble power assignments for each node, called the min–max
power control, is described in [25]. Furthermore, two dis-
tributed heuristics are presented for mobile networks.
The min-total power control is to obtain an optimal power
allocation of total assigned power to all nodes among all
possible power choices that can achieve a certain network
property (e.g., the induced communication graph is con-
nected). This problem has been shown to be NP-hard in
[26]. An approximation algorithm with the same computa-
tional complexity as that of finding a minimum spanning
tree has been suggested. Since then there has been much
work in that problem and many approximation algorithms
have been proposed with various network models, includ-
ing symmetric links and asymmetric links, k-strongly
connected and k-connected, bounded diameter, and
k-disjoint paths.
Please cite this article in press as: H. Wang et al., Connectivity, coverage
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3.3. Topology control

A wireless node can send the signal to any other node
within its transmission range and communicate with the
nodes beyond the range by using intermediate nodes to
relay the message through multihop routing. From energy
conservation point of view, each sensor should ensure that
its transmission range is as low as possible and the net-
work should ensure that the number of running nodes is
as less as possible, both with the connectivity guaranteed.
Edge can be added or removed when a node adjusts its
transmission range or a node switches between sleep
mode and wake-up mode. Topology control is to select
either a subset of wireless devices or a subset of communi-
cation links that will be used for the network operations
such as routing. Network topology control in large-scale
energy-constrained WSNs becomes more complicated,
since there is a tradeoff between ‘‘good’’ network property
(i.e., maintain connectivity) and ‘‘efficient’’ energy saving
(i.e., prolong network lifetime by adjusting transmission
range and scheduling sleep periods for nodes). We can
reconsider the above tradeoff in terms of network graph,
a viewpoint which designs a subgraph of the original com-
munication graph to ensure good network properties.
Notice that not every connected subgraph of the UDG plays
the same important role in network design.

Topology control is essential in order to maintain a con-
nected topology among the nodes by restricting the number
of networking nodes. It is required that any two nodes con-
nected in a graph G are also connected in the network topol-
ogy. Since the topology forms the underlying network for
routing protocols, it is also desirable that there exist energy
efficient paths between potential source–destination pairs.
Some metrics to describe the energy-efficiency, such as
energy stretch factor and distance stretch factor, are defined
in [27]. The lack of a fixed infrastructure in WSNs implies
that such a computation on the network needs to be carried
out in a distributed manner. Many distributed topology
control algorithms have been proposed in [28–31]. In many
routing algorithms, the network often represents a virtual
backbone by establishing a subset of nodes, i.e., using the
connected dominating set (CDS), which is often constructed
from a dominating set or a maximal independent set
[32–35]. The other imperative requirement for network
topology control in WSNs is the fault tolerance. By setting
the transmission range sufficiently large, the induced UDG
will be k-connected without doubt. However, since long
network lifetime is also required in WSNs, it is another chal-
lenging problem to find the minimum transmission range
such that the induced UDG is multiply connected.

3.4. Coverage

One of the most active research fields in WSNs is that of
coverage [36]. As pointed out in [37], the coverage concept
is usually interpreted as how well a sensor network will
monitor a field of interest. It can be thought of as a
measure of quality of service and is subject to a wide range
of interpretations due to a large variety of sensors and
applications. The goal is to have each sensor located in
the physical space of interest within the sensing range of
and power consumption in large-scale wireless sensor networks,
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at least one sensor. There are several factors which influ-
ence and restrict the operation of coverage in a WSN,
depending on the particular applications and the capabili-
ties of the deployed sensors.

The coverage provides several different concepts accord-
ing to the particular application: Full or blanket coverage,
target coverage and barrier coverage. (i) The coverage of
an entire area is known as full or blanket coverage, which
means that every single point within the field of interest
is within the sensing range of at least one sensor. An impor-
tant research problem is to find out how to deploy the min-
imum number of sensors within a field to achieve full
coverage [38], where the concept of r-strip is used in order
to locate each sensor at a distance r away from the neigh-
boring sensor. Here r is the sensing range. (ii) Target cover-
age refers to observing a fixed number of targets. (iii) Barrier
coverage refers to the detection of movement across a bar-
rier of sensors. Energy saving is playing a key role in the
development of all these coverage schemes.

There are two ways to deploy the sensors in the given
area: Place them in predetermined locations or have them
located at random. The deterministic deployment is a sim-
ple approach but, in many deployments, it is impractical. A
more sophisticated deterministic way is given in [39], where
arranging the sensors in a diamond pattern, corresponding
to a Voronoi polygon, is proposed. However, while the deter-
ministic approach has the advantage of simple deployment,
it is not a practical design principle because of several limi-
tations, including the sensing and communication ranges of
every node being perfectly isotropic, as well as the ability to
place the sensors in exact locations. Thus, random deploy-
ment is preferable in terms of practical requirements.

The concept of k-coverage is introduced to consider the
application of multiple sensor monitoring each point in the
field of interest, where k represents the number of nodes
that watch each point. The question to preserve k-coverage
while minimizing the energy expended in the sensor nodes
is addressed in [40]. In [41], a k-coverage maintaining
scheme is proposed. When a node detects adequate k-cov-
erage in the area it will put itself into a sleep mode. It will
enter the wake-up mode after a random period of time and
perform another check. The practical protocol by assigning
to the nodes five different states, instead of just two, is pro-
posed in [42]. The redundancy protocol by scheduling the
redundant sensors with the lowest energy levels to turn
off is proposed in [43]. The distributed algorithms for con-
nected k-coverage is proposed in [44].

The concept of the Voronoi diagram is used gradually in
the area of coverage computation. The concept is simple
but intuitively appealing. Given a finite set of distinct and
isolated points in a continuous space, all the locations in
this space are associated with the closest member of the
point set. Thus, the space is partitioned into a set of regions
[45]. Although many researchers in the sensor network
area have mentioned the critical notion of coverage in
the network, this is the first time, to our knowledge, that
an algorithmic approach combined with computational
geometry constructs is adopted in large-scale wireless
sensor networks. In this area, [46] was the first to identify
the importance of computational geometry and Voronoi
Diagrams in sensor network coverage. Our main concern
Please cite this article in press as: H. Wang et al., Connectivity, coverage
Comput. Netw. (2014), http://dx.doi.org/10.1016/j.comnet.2014.10.008
in this paper is to provide full or blanket coverage in a
WSN in a very efficient way.

4. Complex networks approach: analytical results

We consider a flat square zone of area L2, lacking of any
obstacles inside it, denoted as sensing area (SA), on which
we can deploy N identical wireless sensors at random so
that their surface density is,

q ¼ N

L2 : ð1Þ

For our present purposes, and for the sake of simplicity,
we assume that all sensors are equal, having the same
transmission range and sensing range, denoted as R. Thus,
we have only one parameter in our model, condition that
can be relaxed later within a two parameters variant of
the model, in a similar spirit as done for a type of a contin-
uum percolation model [47]. The latter will be considered
in a different work, being outside the scope of the present
study.

Next, we construct a random sensor network in the fol-
lowing way. First note that two sensors are connected if
they are located within a distance R from each other. We
start deploying sensors one-by-one at random and at each
step we determine whether there exists a singly connected
network of sensors and the corresponding SA coverage
exceeds a lower cutoff, which we take to be 90%. Specifi-
cally, we stop dropping sensors when full connectivity of
the sensor network and at least 90% coverage of the SA is
reached for the first time. Typically, almost full coverage
(i.e. about 99%) is actually achieved.

It is further assumed that the transmission range is
much smaller than L, which is generally the case in most
applications. Thus, for simplicity, we derive our analytical
predictions by neglecting boundary effects, that is, for the
case of an effective infinitely large SA. The numerical
results we present here, however, are for the case of finite
sizes where boundary effects do play some roles, as we will
see in particular situations.

Here, we are interested in obtaining a realistic estimate
of the minimum number of sensors N required to get full
connectivity of the SA, as follows:

Theorem III. The mean number of nodes N for getting full
connectivity, for a fixed transmission range R and fixed SA L2

obeys, when ðR=LÞ2 � 1,

pR2

L2 ¼ 2 ln N þ lnðpR2=L2Þ
� � 1

N
: ð2Þ
Proof. Let us consider first a circular area of radius R fully
located inside the SA. A sensor dropped at random will hit
this circular region with probability p ¼ pR2=L2. Next, if N
sensors are dropped at random, the probability to find
exactly n sensors, called PðnjNÞ, within the same small cir-
cular area is given by the binomial distribution, i.e.

PðnjNÞ ¼ N
n

� �
pnð1� pÞN�n. By taking the limit N � 1,

which is the case which we are interested in here, PðnjNÞ
becomes the Poisson distribution,
and power consumption in large-scale wireless sensor networks,
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Fig. 1. Example of the original network for R ¼ 80 m (top panel) and for
the case in which some nodes have been deleted (switched off) (lower
panel).

6 H. WangQ1 et al. / Computer Networks xxx (2014) xxx–xxx

COMPNW 5407 No. of Pages 14, Model 3G

17 October 2014

Q1
PðnÞ ¼ ðpR2qÞn

n!
e�pR2q; ð3Þ

where the mean number of sensors located within the cir-
cular region is,

hni ¼ pR2q: ð4Þ

In other words, there are on average hni sensors inside
an area pR2 located anywhere within the SA. In Eq. (3),
the variable N does not appear explicitly as an argument
of PðnÞ but it is contained implicitly in the density q.

Assume now there are N sensors already deployed
within the SA, and just one of them is still disconnected
from their counterparts. This means that within a distance
R from the isolated sensor there no others present, event
which has a probability of occurrence equal to Pð1Þ. Note
that Pð1Þ ! 0 when N !1. Since by hypothesis there is
only one isolated sensor, the probability of such an event
out of N is just 1=N. Thus, we argue that Pð1Þ is of the order
of 1=N and the connectivity ‘transition’ we are looking for
occurs when Pð1Þ ¼ 1=N. Using the expression for Pð1Þ
according to Eq. (3), we find that the minimum number of
nodes N required to get a fully connected network is given
by,

N ¼ L2

pR2 ln p R2

L2 N2

 !
: ð5Þ

By expanding the logarithm on the right hand side of
the equation and rearranging the different terms we obtain
Eq. (2). h

Our above result for N, Eq. (2), can be compared with
the one in Theorem II, where there is a factor 2 difference
in the logarithmic term on the right-hand-side of our equa-
tion, and the constant C ¼ lnðpR2=L2Þ in our case does not
depend on N. Our result Eq. (2) actually represents a
(non-rigorous) estimate for the mean value of N required
for obtaining full connectivity and becomes more accurate
the smaller the value of R is, i.e. when R� L. This new
result differs from the one discussed in Theorem II above
(where L is taken as unity, see [21,22]) in the fact that R
is constant here, independent of N. Our result Eq. (2), or
equivalently Eq. (5), is more useful in practical calculations
as it deals with a constant transmission range R, for a finite
number of nodes N, on arbitrary length scales L.

Once full connectivity has been achieved we evaluate
the properties of the associated graph according to the
quantities discussed in Section 2. As mentioned there, a
sensor is called a node in the graph and its number of con-
nected nodes its degree, denoted as k. In particular, we can
obtain the mean node degree, hki, for our network from the
obvious relation,

hki ¼ hni � 1: ð6Þ

Therefore, the node degree distribution is also a Poisson
distribution given by,

PðkÞ ¼ hki
k

k!
e�hki: ð7Þ

In the following, we proceed to validate our theoretical
prediction Eqs. (5) and (7).
Please cite this article in press as: H. Wang et al., Connectivity, coverage
Comput. Netw. (2014), http://dx.doi.org/10.1016/j.comnet.2014.10.008
5. Numerical results: validation

In the following, we discuss results for L ¼ 500 m and
consider different transmission ranges in the interval
R ¼ ð10;20;30;40;50;60;70;80Þ m. As explained above,
we deploy sensors at random within the square area till
full connectivity (every sensor is connected to the entire
network) and at least 90% coverage are obtained. That is,
there exists a single fully connected structure in the field
covering almost the whole SA. An example of such a
network is illustrated in Fig. 1(top panel) for the case
R ¼ 80 m.

Since the procedure we have chosen is not optimized it
may overestimate the number of nodes actually needed for
getting full connectivity and coverage. We have therefore
considered a simple algorithm to reduce the number of
nodes already deployed on the SA by deleting (switching
off) some of them. To this end, we pick a node at random
and delete it if full network connectivity and above 90%
coverage are maintained. If the deletion of a node breaks
one of the above two conditions, the node is kept on and
the deletion process is finished. This algorithm is adopted
in keeping with a simple approach aimed at avoiding a full,
more time consuming network analysis. The question is
and power consumption in large-scale wireless sensor networks,
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whether such a random method proves to be useful in
practice. As a result of the simulations, we find that typi-
cally, we can delete about 10% of nodes in this way, which
is a rather good starting point for future improvements if
necessary. In the lower panel of Fig. 1, we show the result-
ing network where about 20 nodes have been deleted from
the original graph shown in the upper panel.

Based on these two types of networks, the original and
the optimized one, we analyze some of their metric prop-
erties as discussed next. Let us consider first the mean
number of nodes N, averaged over several realizations of
the network, for the two above defined networks, the ori-
ginal and the optimized one. The resulting values of N
are displayed in Fig. 2 as a function of the transmission
range, and compared with the theoretical prediction Eq.
(5). Clearly, the optimized network has a lower number
of active nodes (open circles), as compared to the original
network results (full circles). Fig. 2 shows that despite
the deletion process, the remaining number of sites is still
well described by the theoretical result Eq. (5). As is appar-
ent from the figure, the analytical estimation for the mini-
mum number of nodes to get full connectivity works very
well, in particular for small R. The prediction Eq. (5) should
thus be useful in practical circumstances for estimating the
minimum number of nodes required for connectivity.

For both the original network and the one with node
deletions we calculate the mean shortest path and mean
clustering coefficient, which are shown in Fig. 3 as a func-
tion of transmission range R. While the shortest path
increases a bit for the deleted nodes case with respect to
the original network, the corresponding change (decrease)
in the clustering coefficient is more pronounced, as one can
see from Fig. 3. This means that the global topology of the
network remains essentially intact, while larger changes
are found locally, as measured by the clustering coefficient.
Fig. 2. Minimum mean number of nodes required to get full network
connectivity as a function of transmission range R [m]. The numerical
results are represented by the full circles and the prediction Eq. (5) is
displayed by the continuous line. The open circles represent the results
after some nodes have been deleted (switched off), but keeping the full
connectivity and more than 90% coverage of the network. Here, we have
used L ¼ 500 m. The error bars of the points amount to a 14%.

Please cite this article in press as: H. Wang et al., Connectivity, coverage
Comput. Netw. (2014), http://dx.doi.org/10.1016/j.comnet.2014.10.008
This result suggests a possible way for getting even more
efficient networks, exploration which we are going to dis-
cuss below.

Let us consider now the issue of the distribution of node
degree. Node degree distribution functions have been cal-
culated in each case, and few representative examples
are displayed in Fig. 4. As we can see from this figure, the
node degree distributions are consistent with the Poisson
prediction Eq. (7), except for small deviations occurring
at small degree k. The latter are due to boundary effects,
being more important for large transmission ranges, as
can be expected.

Our final results are summarized in Table 1 for the ori-
ginal network and in Table 2 for the network with dele-
tions. Averages have been performed over about 50
configurations in each case.
674

675

676

677

678

679
6. Optimized networks: management protocols

In this section, we discuss how to further optimize the
choice of sensors which can be switched off by keeping
both full connectivity and higher than 90% coverage. From
this procedure a method for networking management
designed to diminish energy consumption of the whole
network is presented.

6.1. Centralized management scheme: disjoint sub-graphs

In Section 5, we show that generally one can delete an
appreciable number of nodes while still keeping full net-
work connectivity and large coverage. Here, we discuss a
systematic method in order to find all possible nodes that
can be switched off with the same constraints.

The idea is very simple and consists in scanning all
nodes, taking at random or sequentially, and assigning an
index to each node which has already been selected for
deletion. If the node has already been selected it cannot
be considered again. In this way, the new node selection
is performed on a smaller number of nodes and the process
converges very fast to its end. Every time a node is
Fig. 3. Average shortest path (circles) and clustering coefficient (trian-
gles) as a function of transmission range R [m]. The full symbols represent
the results for the original network, the open ones for the optimized one.

and power consumption in large-scale wireless sensor networks,
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Fig. 4. Node degree distribution functions as a function of node degree k
for different transmission ranges R [m]. Top panel: original networks.
Lower panel: networks with node deletions.

Table 1
Graph properties of wireless sensor networks for: transmission range R [m], ratio R
standard deviation of node degrees over different configurations, mean maximum

R R/L Nodes Shortest path C-c

10 0.02 10,426 34.62 0.5
20 0.04 2122 17.81 0.5
30 0.06 796 12.76 0.6
40 0.08 450 10.02 0.6
50 0.10 303 8.062 0.6
60 0.12 200 6.974 0.6
70 0.14 132 6.462 0.6
80 0.16 106 5.389 0.6

Table 2
same as in Table 1 for ‘optimized’ wireless sensor networks with deletions.

R R/L Nodes Shortest path C-c

10 0.02 7421 35.139 0.5
20 0.04 1873 18.363 0.5
30 0.06 702 13.460 0.5
40 0.08 393 10.735 0.5
50 0.10 271 8.800 0.6
60 0.12 164 7.747 0.6
70 0.14 112 6.894 0.6
80 0.16 91 5.844 0.6
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selected, it is checked whether connectivity and coverage
criteria are satisfied if the node is switched off, and if yes,
then it is deleted, otherwise it is kept on. At the end of
the procedure, the working part of the network is built
from the nodes remained on, while the remaining nodes
get switched off. For the latter, we denote their number
as S1, where the subindex 1 indicates the first optimization
step, i ¼ 1.

The process continues in the following way. The S1

nodes which were off at the first step are turned on and
cannot be selected again for being switched off. Then, we
starts again switching off nodes among the remaining
N � S1 nodes. In the second optimization steps, i ¼ 2, we
find S2 which can be switched off without altering full con-
nectivity and coverage. The set of the S2 is different than
the set of S1 nodes. We repeat the process till all nodes
have been switched off at least once. Let us denote the final
optimization step by n. It is clear that Si obeys the follow-
ing sum rule,

Pn
i¼1Si ¼ N.

Results are shown in Table 3 for the case R ¼ 80 m and
for two realizations of the network, one containing origi-
nally N ¼ 175 nodes and a second case in which N ¼ 90
nodes. As one can see, the larger N is the smaller the
total number of optimization steps becomes. For
N ¼ 175; n ffi 2. This means that there are two disjoint
sub-graphs in the network which can be switched off alter-
natively. For N ¼ 90, however, n ffi 10 and there are more
sub-graphs to consider. Of course, since in the latter the
number of nodes is already small, it is more difficult to
switch off nodes than when their initial number is large.
Here, small and large are referred to the average value
described by Eq. (5). For R ¼ 80 m, the mean number is
hNi ffi 106.

Illustrative examples of the original graphs and its sub-
graphs are shown in Figs. 5–7 for R ¼ 80 m. As one can see,
=L, mean shortest path, mean clustering coefficient, average node degree hki,
degree in the network.

oefficient Average degree S.D. Kmax

89 12.96 1.774 25.4
97 10.25 2.300 22.4
01 8.504 1.796 18.1
02 8.448 1.777 18.6
06 8.742 2.863 18.0
12 8.195 2.447 16.4
24 7.249 1.687 14.5
20 7.441 1.911 14.3

oefficient Average degree S.D. Kmax

88 9.227 1.080 22.2
97 9.050 1.455 20.4
98 7.462 1.204 16.1
97 7.369 1.460 16.8
02 7.824 2.568 16.4
01 6.714 1.298 14.1
17 6.072 1.134 12.2
03 6.366 1.750 12.3

and power consumption in large-scale wireless sensor networks,
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Table 3
Disjoint sub-graphs: N is the number of nodes of the original graph, hni is
the mean number of disjoint graphs averaged over 20 realizations of the
random search, hSi is the mean number of deleted nodes (switched off), and
hS2i its second moment, and r is the s.d. of S, for R ¼ 80 m.

N hni hSi hS2i r

90 10.55 8.5 113.1 6.39
175 2.85 61.4 4842.3 32.75
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the graphs are fully connected, and the coverage (white
zone) is large. Additionally, the node degree distribution
remains Poissonian to a large extent. Further results are
displayed in Table 4 for the mean shortest path, clustering
coefficient and average node degree. The former increases
as the number of deleted nodes increases and the cluster-
ing coefficient does not change appreciably, except when
the number of deleted nodes becomes large. Finally, the
mean node degree decreases sharply as the number of
deleted nodes increases, as one can expect.

6.2. Performance evaluation

According to the results of the previous section we can
implement a management protocol for switching on and
off nodes. In the protocol, the set of nodes indicated by
the numbers Si, are switched off sequentially, thus allow-
ing the corresponding sensors to stay idle for a period of
time, which we denote as s, prolonging its life span. The
following result regarding energy consumption of the net-
work can be derived for this algorithm.
771

772

773

774

775

776

777

778

779

780
Theorem IV. The total power consumption of a random
sensor network consisting of N nodes, displaying full connec-
tivity according to Theorem III and composed of n disjoint
sub-graphs, where each sensor requires a power w for its
functioning, is given by

Wn ¼ w 1� 1
n

� �
N: ð8Þ
781

Fig. 5. Original network (left panel): (N ¼ 175 nodes). Coverage (central pan
distribution (right panel).
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Proof. Assume we turn on one sub-network (out of n) at a
time, by keeping the remaining ones off, during say an
interval of time s. Once all associated sub-graphs have
been considered, the total elapsed time or full working per-
iod T of the network has been reached, which is just T ¼ ns.
During each time interval s there are Si nodes off, with
1 6 i 6 n, and therefore the energy consumption becomes
EiðsÞ ¼ wsðN � SiÞ. Then, using the fact that N ¼

Pn
i¼1Si,

the total energy consumption during the full working per-
iod T becomes, ET ¼

Pn
i¼1EiðsÞ ¼ wsðn� 1ÞN, which can be

written in terms of T as,

ET ¼ wT 1� 1
n

� �
N: ð9Þ

Thus, the whole network power consumption is
Wn ¼ ET=T , and Eq. (8) is obtained. h

The present method, based on the concept of sub-
graphs which can be set on and off alternatively, can be
generalized using the concept of redundancy, as discussed
in the abstract. Redundant subgraphs can be easily imple-
mented within this scheme once the minimum number of
nodes required to maintain full network connectivity and
coverage is known.

6.3. Distributed management scheme

In our proposed scheme, the neighboring set of node i,
denoted by NBðiÞ, is defined as the set consisting of neigh-
boring nodes, denoted generically as nb, as well as the node
itself. For example, consider the small network in Fig. 8.
The neighboring set of node a is the set of fa; b; c; d; e; fg,
which is the same as for node b’s. The set that consists of
the nodes with the same NB is called redundant set,
denoted by RD. In the above network example, the RD
includes nodes a and b. It is obviously apparent that the
distance between nodes with the same NB is smaller than
their transmission range. This kind of nodes has the poten-
tial to work alternatively, one on and the other off, without
breaking the connectivity and coverage conditions in the
network. Further, the claim has been validated by our sim-
ulation experiments. However, one of key problems here is
el): uncovered sectors represented by the black patches. Node degree

and power consumption in large-scale wireless sensor networks,
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Fig. 7. Same as in Fig. 5 for the second subnetwork (N ¼ 64 On-nodes).
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to find all the RDs in the network and design a scheme to
coordinate and schedule the nodes in the RD to alternate
between sleep and work.

To find the RDs in the network by their own, each node
shares its neighboring information with its neighboring
nodes, so that each node will know the neighboring infor-
mation of its two-hop neighboring nodes. The nodes in the
RD attempt to coordinate and synchronize sleep schedules
by periodic (to compensate for clock drift) exchanges of
nodes’ schedules. At each time, only one of them is selected
as the agent of RD to work, denoted by ARD. The algorithm
for discovering the RDs is discussed as follows1

Algorithm 1. FindRD.

RD ¼ 0
for all nb 2 {NBðiÞ � ig do

if NBðnbÞ ¼ NBðiÞ then
RD :¼ RD [ nb

else if NBðnbÞ ¼ 2 then
RD :¼ nb

end if
end for
return RD
831

832

833

1 We use the notation ‘‘a ¼ b’’ when we are asserting a statement of fact,
that the value of a is equal to the value of b. In contrast, we write ‘‘a :¼ b’’ to
denote an operation in which we set the value of a variable a to be equal to
the value of b. In other words, this operation overwrites a with the value of
b.

Please cite this article in press as: H. Wang et al., Connectivity, coverage
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In our proposed distributed management protocol, the
indicator function (IF) is used to select ARD as follows

IFðiÞ ¼ Eri

jNBðiÞ � ij
Y

j2NBðiÞ�i

Lði; jÞ ð10Þ

where i denotes a node in the network and j represents the
nb in the neighboring set NBðiÞ of node i. Eri denotes the
remaining energy of node i. Lði; jÞ represents the quality
of link between the node i and j. j � j denotes the cardinality
of the set.

To make the nodes consume their energy evenly, the
nodes in a RD will be selected as the ARD one after the
other, in such a way that each node will act as such indi-
vidually for a given amount of time, which is taken the
same for each node. In the first round, the node with higher
IF than the given threshold announces itself as the ARD by
broadcasting the messages within its NB. In the message,
its address is stored at the bit of ‘‘ARD’’. When the nbs in
its NB receive the messages, they update their NB list and
the bit of ARD. If the node that has not been selected as
ARD finds its IF higher than that of the current ARD, it will
announce itself as the ARD in the next round. If the current
ARD realizes that no node can take its place within the
given circle, it will announce itself as the ARD again in
the next round.

6.4. Simulation experiments

The distributed management protocol is applied to the
problem of distributed schedule of the nodes in the RDs
and power consumption in large-scale wireless sensor networks,
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Table 4
Statistical properties of the original network and of its disjoint graphs,
N ¼ 175 and R ¼ 80 m. Displayed are the mean shortest path, clustering
coefficient and mean node degree.

N Shortest path Clustering coefficient Node degree

175 4.41 0.63 12.62
111 5.01 0.65 8.65

64 7.24 0.54 4.59

Fig. 8. Example of the neighboring set of nodes a and b, which constitute
the redundant set RD ¼ fa; bg. The circles are centered at nodes a and b,
and have a radius equal to the transmission range R.
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based on the indicator function in a network of 272 sen-
sors, as arranged at random in Fig. 9. The goal is to show
the effect of distributed characteristics on the global per-
formance of management scheme in the large-scale WSN
and validate the performance of proposed algorithm pre-
sented earlier. The top panel of Fig. 10 shows that 27 nodes
(represented by green squares) among a total of 272 nodes
(represented by red circles) got the chance to sleep during
the first round by implementing our proposed algorithm,
while the lower panel shows that other 27 nodes’ (repre-
sented by blue squares) turn to sleep is the next round.
We conclude that there are total 54 nodes, about 20% of
nodes, to be scheduled in the distributed way to sleep.
Fig. 9. Example of the original network for R ¼ 100 m.

Please cite this article in press as: H. Wang et al., Connectivity, coverage
Comput. Netw. (2014), http://dx.doi.org/10.1016/j.comnet.2014.10.008
Furthermore, we found that all the nodes that are sched-
uled to sleep do not break the connectivity and coverage
conditions. It means that our proposed algorithm main-
tains the global performance of large-scale WSNs, while
prolonging the network lifetime by scheduling part of
nodes into the sleep mode in the distributed way. When
the strict criterion of finding RDs is relaxed, we validate
that much more than 20% of nodes will get the chance to
sleep by periodic rotation.

6.5. Scalability

The previous section described our implementation of a
distributed management scheme and used it to demon-
strate the performance of the schedule among nbs in the
RD sets. In this section, our focus is on evaluating the sca-
lability of the proposed management scheme to demon-
strate its applicability to the large-scale WSNs. We
Fig. 10. ARD selection in a given network during the first round (top
panel) and during the second round (lower panel).

and power consumption in large-scale wireless sensor networks,
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Fig. 11. Performance comparison of distributed management schemes on
different scales of wireless sensor network and different g.

Fig. 13. Energy savings comparison of distributed management scheme
under different configurations of g in the given network.
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consider the WSNs for different scales, each node with an
initial energy of E units, the same sensing and transmission
radii of 150 units, and deployed uniformly at random in a
1000� 1000 units target field.

Recall that the RD consists of nodes with the same NB. In
order to improve the proposed scheme’s performance fur-
ther, we want to relax such a strict criterion of finding
RDs. First, the extent of overlapping between two NBs is
evaluated by the percentage of duplicate nodes in these
two, denoted by g. Then, the previous criterion is relaxed
from g ¼ 100% (g ¼ 1) to the extent that the given configu-
ration of g does not break the connectivity and coverage
conditions of the network. We fix the values of N and g
and plot, in Fig. 11, the number of alternate nodes by run-
ning the tests from 1 to 100 times. The plot shows that
the number of alternate nodes achieved by our proposed
distributed scheme is roughly the same for different tests
under the fixed N and g. This suggests that a stable number
of alternate nodes can be attained by our proposed distrib-
uted management scheme. Thus, in practice, the sensors
need not exchange any global information to ensure a suffi-
cient number of alternate nodes without reducing the
Fig. 12. ARD selection in the given network (left panel) w
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global performance of WSN. When g ¼ 1, the larger the
number of sensor present (here 500 within the area of
1000� 1000 units), the more difficult becomes to find the
completely same NB among neighboring nodes. Therefore,
as shown in Fig. 11, the number of alternate nodes have
not been increased significantly for the large scales. How-
ever, when the strict criterion of finding RD (i.e., g ¼ 1) is
relaxed as low as g ¼ 0:73, ensuring the global performance
(without breaking the connectivity and coverage condi-
tions), Fig. 11 shows that the performance improves over
the case of g ¼ 1 due to potential RDs induced by the
decreased g. Especially in the case of 500 nodes with
g ¼ 0:73, the number of alternate nodes reaches around
450, meaning that almost the whole number of deployed
nodes can be set into a sleeping mode without decreasing
the global performance of the network.

Next, we set up the random topology shown in the left
panel of Fig. 12. We plot the ARD selection in the given
WSN of 250 nodes for two different g configurations. The
middle panel shows that 99 nodes (represented by green
squares) among the total of 250 nodes can be set into a
sleeping mode during the first round and the total of 162
ith g ¼ 0:78 (middle panel) and g ¼ 1 (right panel).
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nodes (represented by blue stars) can be alternated by
implementing our proposed scheme and changing the g
from 1 to 0.78. The right panel shows that, when g ¼ 1,
21 nodes (represented by green squares) among 250 nodes
can be alternated during the first round and the total of 45
nodes (represented by blue stars) can be scheduled to
sleep. Thus, in practice, through relaxing the value of g to
the extent that the changing configuration does not break
the connectivity and coverage condition of the network,
the sensors need only exchange the local information
(sharing the neighboring information with its neighbors)
to prolong the network lifetime by alternating the node
to sleep. Furthermore, the number of alternate nodes
increases to almost the total number of deployed nodes
with the increase of deployed scale, meaning that our pro-
posed management scheme shows good scalability. Note
that, the larger the scale of WSN increases, the lower the
parameter g becomes without breaking the global condi-
tions. Therefore, when a large-scale WSN is deployed, g
can be assigned a larger value for the smaller-scale net-
work case to avoid the risk of requiring the global
information.

As noted earlier in our performance evaluation, we
compare the performance of our distributed management
scheme between different configurations of g. We are
interested in answering the following question: How much
energy does our distributed management scheme save? To
answer this question, we perform the following set of
experiments. We randomly deploy 500 nodes in a
1000� 1000 units target field, each with the same initial
energy and the same sensing and transmission radii of
150 units. We fix the values of g and plot energy savings
by running the tests, from 1 and 100 times, in Fig. 13.
We can see that our proposed scheme with g ¼ 1 reduces
the average energy consumption by 5%. When the strict
criterion of g is relaxed to be 85%, the extent of energy sav-
ing is about 30%. If the value of g is relaxed as low as
g ¼ 0:73 ensuring the global performance (without break-
ing the connectivity and coverage conditions), the extent of
energy saving reaches about 60%. Therefore, it becomes
interesting how to select the proper configuration of g to
minimize the energy consumption without breaking the
connectivity and coverage in the given WSN.
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7. Conclusions and future work

We have discussed a wireless random sensor network
model in which sensors are randomly deploy within a sur-
face area L2. The deployment of sensors is stopped when
the whole network becomes fully connected for the first
time, determining the number N of total sensors required.
We have obtained analytically an approximate mean value
for N which agrees remarkably well with the numerical
results. We have studied several graph metric properties
of the networks such as mean shortest path, mean cluster-
ing coefficient, mean node degree, mean maximum degree
and the node degree distribution functions. The results
suggest possible ways for obtaining optimized networks
and further results are presented regarding a management
protocol aimed at saving energy consumption and more
Please cite this article in press as: H. Wang et al., Connectivity, coverage
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efficient network functionality, by keeping full connectiv-
ity and above 90% coverage, without the need to consider
cooperative features between neighboring nodes. For large
scale networks, the assumption of a single sink node might
not be feasible for implementing efficient management
protocols. In those cases, the whole network could be par-
titioned into smaller units, each one controlled by a single
sink. Then, the present results can be applied on a local
basis, that is, for each sub-network in the system. We pro-
posed a distributed management scheme to schedule the
part of sensors to sleep by exchanging the neighboring
information with their neighboring nodes, while the con-
nectivity and coverage conditions are maintained. We also
demonstrated that our proposed management scheme can
deal with the large-scale WSN case by relaxing the g. Fur-
ther, the simulation results show that our proposed
scheme offers significant gains in number of alternate
nodes as the deployed scale of network becomes larger
when the configuration of g is relaxed.
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