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Abstract— Treating the interference as noise in then—user
interference channel, the paper describes a novel approado the
rates region, composed by the time-sharing convex hull di” — 1
corner points achieved through On/Off binary power control.
The resulting rates region is denotedcrystallized rates region.
By treating the interference as noise, then—user rates region
frontiers has been found in the literature to be the convex hii

equilibrium [16]. However, the Nash equilibrium investiga
the individual payoff and might not be system efficient, i.e.
the performance of the game outcome could still be improved.
In 2005, Nobel Prize was awarded to Robert J. Aumann
for his contribution of proposing the concept of correlated
equilibrium [17]. Unlike Nash equilibrium in which each use

of n_hyper-surfaces. The rates region bounded by these hyper- only considers its own strategy, correlated equilibriutieces

surfaces is not necessarily convex, and thereby a convex hul

operation is imposed through the strategy of time-sharing.This
paper simplifies this rates region in then—dimensional space by
having only an On/Off binary power control. This consequenty
leads to 2" — 1 corner points situated within the rates region.
A time-sharing convex hull is imposed onto those corner poits,
forming the crystallized rates region. The paper focuses ogame
theoretic concepts to achieve that crystallized convex hulvia
correlated equilibrium. In game theory, the correlated equlibrium
set is convex, and it consists of the time-sharing mixed sttagies
of the Nash equilibriums. In addition, the paper considers a
mechanism design approach to carefully design a utility funtion,
particularly the Vickrey-Clarke-Groves auction utility, where the
solution point is situated on the correlated equilibrium se. Finally,
the paper proposes a self learning algorithm, namely the regt-
matching algorithm, that converges to the solution point onthe
correlated equilibrium set in a distributed fashion.

I. INTRODUCTION

better performance by allowing each user to consider thr joi
distribution of the users’ actions. In other words, eachruse
needs to consider the others’ behaviors to see if there are mu
tual benefits to explore [18]-[20]. Likewise, mechanismigies
(including auction theory [21]) is a subfield of game thedrgtt
studies how to design the game rule in order to achieve good
overall system performance [22], [23]. Mechanism desigsn ha
drawn recently a great attention in the research community,
especially after another Nobel Prize in 2007.

The paper presents three contributions with the following
structure:

1) Section Il introduces the concept of crystallized rates
region with On/Off power control.

Section Il applies the game theoretic concept of corre-
lated equilibrium (CE) to the rates region problem. The
CE exhibits the property of forming a convex set around

2)

Wireless systems are becoming increasingly interference
limited rather than noise limited, attributed to the facttthe

cells are decreasing in size and the number of users withing)

a cell is increasing. Mitigating the impact of interference
between transmit-receive pairs is of great importance dewor

to achieve higher data rates. Describing the complete @gpac
region of the interference channel remains an open problem
in information theory [1]-[5]. For very strong interferenc

the 2" — 1 corner points, hence fitting suitably in the
crystallized rates region formulation.

Using mechanism design, Section IV presents an exam-
ple in applying these two concepts for the user chan-

nel and formulates the Vickrey-Clarke-Groves auction
utility. To find the solution point distributively, the regfr
matching learning algorithm is employed by virtue of its
property of converging to the correlated equilibrium set.

successive cancellation schemes have to be applied, While.io, \v demonstrates the ideas through simulation, and
in the weak interference regime, treating the interferease go.tion VI draws the conclusions

additive noise is optimal to within one bit [6]-[9]. Treagin
the interference as noise, the-user achievable rates region
has been found in [10] to be the convex hull of hyper-

II. CRYSTALLIZED RATES REGION

A. System Model fo—user Interference Channel

surfaces. The rates region bounded by these hyper-suiitaces A 2—user interference channel is illustrated in Fig. 1. User
not necessarily convex, and hence a convex hull operation; isansmits its signalX; to the receivery;. The receiver front

imposed through the strategy of time-sharing.

end has additive thermal noise of varianceo?. There is

This paper adopts a novel approach into simplifying thiso cooperation at the transmit, nor at the receive side. The
rates region in the—dimensional space by having only On/Offchannel is flat fading. For brevity, b, ¢, and d represent
binary power control. Limiting each of the transmitters to a the channel power gaimormalized by the noise variance.
transmit power of eithed or Py, this consequently leads toExplicitly, a = [g1.1|%/02, b = |g2.1|*/02, ¢ = |g2.2|?/02,
2™ —1 corner points within the rates region. And by forming @and d = |g; 2|?/o2, wheregy; ; is the channel gain from the
convex hull through time-sharing between those cornertppini?” transmitter to thei*” receiver. Uset transmits with power
it thereby leads to what we denote a crystallized rates negid®;, and it has a maximum power constraint@f,..

Utility maximization using game-theoretic techniques has In an effort to keep the complexity of the receivers fairly
recently received significant attention [11]-[15]. Mosttbe simple, the interference is treated as noise. Such caseadsien
existing game theoretic works are based on the concept d¢f Nésred in sensor networks and in cellular communication eher
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'31 control such mechanism of operation in producing points A, B
X1—Q a — [>_@_y1 and C. We denote such points that are forr_ned by binary power
. b-- control as thecorner points of the rates region. In tie-user
"“_j;,_-;::” n interference channel, there existcorner points, similarly in
I TR f the n—user case there exi8t" — 1 corner points.
)(2_<] c —= [>—@—y2 Therefore, this paper simplifies the analysis of the rates
region in then—dimensional space to just focus on finding
Fig. 1: 2—user interference channel the convex time-sharing hull onto ti® — 1 corner points,

forming the crystallized rates region. In tBe-user dimension,
itis desired to have low power-consuming and corresporiglinghese are straight time-sharing lines connecting two ppint
low complexity receivers. Therefore, with the power vectahe3—user dimension, these are a set of polygon surfaces each
P = [P, )7, treating the interference as noise the achievahiennecting three points, see Fig. 3.

rates for the2—user interference channel are:
p D. System Time-sharing Coefficients and Rates Equations
Ra(P) = log, (14 128

1005 (1) Instead of a power control problem in finding;, the
Ra(P) = log, (1 + #1?12]31)' problem becomes finding the appropriate time-sharing coef-

ficients of the2™ — 1 corner points. For th@—user case, let

B. The Achievable Rates Region Treating Interference aseNop— (g, 6,,65]7, S.6; = 1, denote thesystemtime-sharing

In [10] the achievable rates region for the generaluser coefficients vector of the respective corner poifie’,,ax, 0)
channel, treating the interference as noise, is found tchbe fuser 1 transmitting only with a time-sharing coefficiehy,
convex hull of the union ofn hyper-surfaces. Each hyper-®(0, Puax) (user 2 transmitting only with a time-sharing
surface is characterized by holding one of the transmittepefficientfz), and ®(Prax, Pmax) (POth users transmitting
constant at a full power while the other transmitters swdkp #ith a time-sharing coefficient;). The reasord is labeled
their power range, hence forming a hyper-surface as a resalsystemtime-sharing coefficients vector is to emphasize the
There aren transmitters, resulting im hyper-surfaces, onto combinatorial element in constructing the corner pointsere
which the convex hull operation is performed. the cardinality of|@| = 2" — 1.

The convexity or concavity behavior of these hyper-surface Then for 2—user case, in contrast with Eq. (1), the new
frontiers is complex. A rates region set is convex wheneverdrystallized rates equations fét; and R, are:
entirely encloses a straight line formed by connecting any t aP
points within the rates region. As a result when the reggion ~ £01(8) = 011085 (1 + aPinax) + 3 1og, (1 BRIy Y .
is convex its outerbound hyper-surfadmntiers are concave R2(0) = 62108, (1 + cPaax) + 03 log, (1 + 1?’%
and vice versa. max ?)

For the2—user channel, see Fig. 2, the hyper-surfaces are
the two frontiers® 45 = ®(:, Pyax ), Characterized by holding  Any solution point on the crystallized frontier would lie
P, = P,.x andP; sweeps all its power range frobnto P,,.,, Somewhere on the time-sharing line connecting two points fo
and ®pc = ®(Phax,:) characterized by holding’s = P..x the2—user case; and similarly for tffe-user case, the solution
and P, sweeps all its power range frofhto P.... These pointlies somewhere on a time-sharing plane connectiregthr
frontiers are referred to agotential linesgiven that each is points, then by deduction we obtain the following coroltary
characterized by holding one the transmit power arguments aCorollary 1: The system time-sharing vectd, for any
a constant value, in this cas@,.., while the other power solution point on then—user crystallized rates region, has at
argument spans the whole power range. maximumn nonzero coefficients out of it8" — 1 elements.

These potential lines are concave in noise-limited regimes ) o
(thus enclosing a convex rates region) as in Fig. 2-a, and tHfe- Evaluation of Crystallization
shift towards convexity as the interference increases,nas i Examining the crystallized rates region in more details for
Fig. 2-d. In cases with moderate interference levels, treey cthe 2—user interference channel, we evaluate the area of the
exhibit non-stationary inflection point, as at point D in Rié. rates region bounded by the potential linész and ®p¢
achieved through power control, and the area of the ratésireg
formed by time-sharing points A, B, and C. In effect, we are

The crystallized rates region approach approximates teealuating how much gain or loss results from completely
achievable rates region formed by the potential lieg; and replacing the traditional power control scheme (see EQ. (1)
dpc into the convex time-sharing hull of the straight linesvith the time-sharing scheme between the corner points (see
connecting points A, B, and C. Denotidg( P;, P») the point Eg. (2)). For this purpose we consider the symmetric channel
in the rates region achieved when ugetransmits at?; and wherea = 1, and we increase the interferentdo vary the
user2 transmits at?, in Eq. (1): point A is®(0, P.,.x) Where signal to interference ratiS/R = a/b from 20dB to —20dB.
only user 2 transmits at full power and user 1 is silent, pBint The value of the area bounded by the power control potential
iS @ (Puax, Pmax) Where both users transmit simultaneously dines is plotted in Fig.4 together with the value of the area
full power, and point C i ( Py,.x, 0) where user 1 transmits atbounded by the time-sharing scheme through the point B (
full power and user 2 is silent. Hence, we refer by binary powérmed by the time-sharing lines A-B and B-C). In addition,

C. Crystallized Rates Region
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Fig. 2: 2—user rates region: (a) noise-limited, concave frontiérs£,® z¢); (b) frontier @ 4 5) with inflection-point; (c) convex
(®ap) and concave& ) frontiers; (d) interference-limited, convex frontie® (5, 5¢).
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Fig. 4: Area of the rates region achieved through power obntiFig. 5: Gain (or loss) percentage from using time-sharing
or through time-sharing versus interference through point B over power control

for reference, the area confined by the time-sharing line At8e power control scheme is plotted for the same symmetric
is plotted, which does not depend on the SIR. channel examined in Fig. 4. The loss does not excEgd
For weak interference, or equivalently noise-limited negj and the time-sharing strategy is therefore quite attractior
point B is used in constructing the crystallized region. As t illustration purposes, note that the x-axis in Fig. 5 wassemo
interference increases beyond a certain threshold lewet-t to span the interference range 20dB to 0dB; whereas in
sharing through point B becomes suboptimal, and time-sbariFig. 4 the x-axis interference range was frer20dB to 20dB.
A-C becomes optimal. The exact switching point from powdf we were to plot the x-axis in Fig. 5 up 20dB instead of the
control to time-sharing has been found in [10]. In Fig. 4)dB, the percentage gain would have reached on the y-axis up
this happens at the intersection of the blue line (with eircko 800%. Note that for high interference time-sharing through
markers) and the A-C dotted line. As indicated in Fig. 4, ¢hepoint B is suboptimal and time-sharing A-C is optimal, so the
is no significant loss in the rates region area if time-slgpign gain over power control is even larger.
used universally instead of traditional power control,aetfin
some cases time-sharing offers considerable gain. Sgalific
whenever the potential lines exhibit concavity, time-#hgr
loses to power control; whenever the potential lines exhibi The crystallized rates region offers a good alternative to
convexity, time-sharing gains over power control. Differe form the rates region of the—user interference channel with
values ofa also lead to the same conclusion. marginal loss, and sometimes significant gain (especialty f
In Fig. 5 the percentage of the rates region gain (or lossiterference-limited regimes). Therefore the problenohess
in using the time-sharing scheme (through point B) ovaround finding the convex hull over the set of polygons

Ill. CORRELATED EQUILIBRIUM FOR CRYSTALLIZED
INTERFERENCECHANNEL



connecting the™ — 1 corner points. One technique exploreavhere we defined explicitlypg(p,,.. .0y as the point mass
to achieve the convex hull is through the concept of coredlatfunction of the pointP (P,ax, 0). And similarly 65 was mapped
equilibrium in game theory. to both users transmittingz = p(agl),ag)) = DO(Poars Prrar)
Morever, by definition,) ", p(a) = Z,(f:fl) 0, =1, and as
discussed in Corollary I, the solution point possesses at mo
n nonzero pmfs in the joint distributiop.

The correlated equilibriums set is nonempty, closed and con
8% in every finite game [17]. In fact, every Nash equilibrium
and mixed (i.e. time-sharing) strategy of Nash equilibguame
within the correlated equilibrium set, and the Nash eqriilim
correspond to the special case whgfe) is a product of each
individual user’s probability for different actions, i,e¢he play
Ui(af, ;) > Uiy, i), Vi, Yoy € Q; (3) of the different users is independent [17], [23].

A. Correlated Equilibrium

Every useri has a transmit strategy; of either0 or Py,.
U, is the utility of useri. Nash equilibrium is a well-known
concept to analyze the outcome of a game which states tU
in the equilibrium every user will select a utility-maxinmizg
strategy given the strategies of every other user.

Definition 1: Nash equilibrium achieving strategy of user
i is defined as:

whereq; is any possible strategy of usgra._; is the strategy ~ 1V. MECHANISM DESIGN AND LEARNING ALGORITHM

vector of all other users except userand(); is the strategy  There are two major challenges to implement correlated

space{0, Puax}- In other words, given the other users’ actionssquilibrium for rate optimization over the interferenceohel.

no user can increase its utility alone by changing its owipact First, to ensure the system converges to the desired pict (s
Next the concept of the correlated equilibrium is studiegis time-sharing between A-C instead of going through point

It is more general than the Nash equilibrium and it wag in Fig. 2 (d)). As an example, we considered an auction

first proposed in [17]. The idea is that a strategy profilgiility function from mechanism design. Second, to achieve

is chosen according to the joint distribution instead of th@e equilibrium, a distributive solution is desirable, wiave

marginal distribution of users Strategies. When Convggm propose the Se'f-'earning regret matching algorithm.
the recommended strategy, it is to the users’ best interests

to conform to this strategy. The distribution is called thé. Mechanism Designed Utility

correlated equilibrium, which is defined as: One important mechanism design is the Vickrey-Clarke-
Definition 2: A probability distributionp is a correlated Groves (VCG) auction [21] which imposes cost to resolve the

equilibrium of a game, if and only if, for all, a; € €;, and conflicts between users. Using the basic idea of VCG, where

a_; €0y, we want to maximizd/;, Vi, the user utilityU; is designed to
Z plat, a)[Us(ar, as)—Uilas, a_i)] > 0, Yo € Q. be the rateR; minus a payment cost functiafy as
e, Ui2 R — (. )
(4)

Q_, denotes the strategy space of all the users other thar.usdihe payment cost of useris expressed as the performance
As every usey, j # i, has a possible or P, strategy choice, loss of all other users due to the inclusion of usegxplicitly:
then the cardinality ofQ_; is |Q_;| = 2=V, Therefore

the summation in Eq. (4) hav!yl”'summation terms. The Gilar) = ZRj (i) — ZRJ (ai) - (6)
summation overx_; generates the marginal expectation. The i i#t

inequality (4) means that when the recommendation to uisedence if a; is 0 for useri, it is equivalent to usei being

is to choose actiom}, then choosing action; instead ofa;  absent, consequently the cast= 0 whenevera; = 0. For
cannot result in a higher expected payoff to usdt is worth the 2—user case, focusing ofi whena; = Pyax, hence: a)
to point out that the probability distributiop is a joint point if as =0, thenRy = 0 and(; = 0; b) if ag = Prax, then:
mass function (pmf) of the different combinations of the

users strategies. Therefogeis the joint pmf of the resulting” G(e1 = Pruax; @2 = Prnax)
systemstrategy points. Discounting the trivial system strategy — Ro(ar =0, a2 = Prax) — R2(a1 = Prax, 02 = Prax)
of all the users transmitting dt, there exist2” — 1 system = log, (1 + ¢Pax) — logy (1 + HC_P%

strategy points that we wish to find their pmfs. cdP? max

B. CE in the Context of the Crystallized Rates Region

Revisiting Subsection 11-D, the™ — 1 point mass functions ¢z follows by symmetry. As a result, the VCG dutilities for the
that we want to find are the system time-sharing coefficierds-user channel are summarized in Table I, where
Ok, kK = 1,...,2" — 1. We can index thos@™ — 1 pmfs aP cdP?
to the corresponding;, in any bijective one-to-one mapping. Ui = log,(1 + Trop) ~log (1 1T CPmaxmiXdeax)
Index k& can denote the baserepresentation of the binary P abP?
users’ strategies (starting with uséis binary action as the Uz = logy(1 + 375" —) — log, (1 T 17g Pnlaxmixbpmax>
least significant bit). For example, Ieﬁl) denotes that user
i transmits witha; = Ppax, and az(.o) denotes that user is Notice that each user pays the cost because of its involve-
silent with«; = 0. In Subsection II-Df; was mapped to user ment. This cost function can be calculated and exchanged

1 transmitting, equivalently; = p(al”, al”) = Pa(Poae,0);  before transmission with little signalling overhead.




TABLE |: 2—user VCG{U,, Uy} utility table TABLE II: Regret-matching learning algorithm
Initialize arbitrarily probability for uset, p;.

as =0 a2 = Prax For =2,34,...
a1 =0 10,0} {0710g2(1/ + fpmax)} 1. Leta!™! be the action last chosen by useanda!™*
1 = Puax | {logy(1 + aPrax), 0} {U1,Us} as the other action.

2. Find D" (al™ ! 4™ 1) as in Eq. (8).
3. Find average regr@®’~*(a!~*, al"!) as in Eq. (7).

7 3

B. The Regret-Matching Algorithm 4. Then the probability distribution of the actions for
Finally, we exhibit the regret-matching algorithm [23] tq the next periodp! is defined as:
learn in a distributive fashion how to achieve the correlate tal—1l) = LRt=1(gt=1 4t—1
T . . . . pz(a ) noo (OC,L ’az )1 9
equilibrium set in solving the VCG auction. The algorithm a1y = 1 — pt(a1) (9)
is named regret-matching (no-regret) algorithm, becabse e _ N _ o
stationary solution of the learning algorithm exhibits egnet wherey is a certain constant that is sufficiently large.

and the probability to take an action is proportional to the

“regrets” for not having played the other actions. Spedifjca Table Il, we can guarantee that the algorithm convergeseo th
for useri there are two distinct binary actioméo) and agl) set of CE asl’ — oo.

at every timet =T (Whereago) =0, andagl) = Ppax). The V. SIMULATION RESULTS

. . . . 1) .
regretR of useri at time T for playing actlonag ) instead of To demonstrate the proposed scheme, we set@p-@ser

the other actiom” is interference channel wherg,,., = 1. In Fig. 6, we show
R?(a§1)’a§0)) — max{D?(a§1>,a§0>),0}, @ the crystallized rates region for the n0|se-l|m|_ted regw_lth
a=2,b=02¢=1,andd = 0.1. The learning algorithm
where converges close to the Nash equilibrium, which means that
1 . . . .
D?(a§1)7a§0)) _ - Z[Uf(aio),afi) B Uf(ozz(-l),afi)]. both users transmit with maximum powé,,, all the time.

This corresponds to the case in Fig. 2 (a). In Fig. 7, we show
(8) the Type Il time-sharing case witthh = 20,b = 2,¢ = 1, and
Here U!(a!”, ;) is the utility at timet and a_; is other 4 — 1. The algorithm converges t, — 0.92 and 65 — 0.08,
users’ actionsD;-f(agl), a§°>) has the interpretation of averagevhich means the probability that user 2 transmits alorieds,
payoff that user would have obtained if it had played actionand the probability that both users transmit with full powser
al® every time in the past instead of choosi Y. The 0.08. This corresponds to the case in Fig. 2 (c). Finally, in Fig.

2

expressiorR? (a”, a{”) can be viewed as a measure of th8. we show the interference-limited regime with= 1, d = 10
average regret. SimiIarIRf(a§°)7 agl)) represents the averageS well as seven different instancesao@indb. First, the Nash

regret if the alternative action has been taken. equilibriums exhibit much poorer performance than the TDMA

Recalling the discussion in Subsection 111-B about the maege'sharing lines. The proposed learning algorithm cayes
ping notation we adopted between the point mass functiof%s2 point on the TDMA time-sharing lines, this corresporas t

p(ag.)7 ag)) and the system time-sharing COE—:‘f)ﬁCi(E)I’;QS)( then EEE Svaesaek;r; Eisgérz (d). Moreover, the learning algorithm favo
vv(z(\gv)ar;;[(lt)(; f|:nd9 thzn%mr(l;(ml)azs(lgl;ni“gﬂa,&s’giéczjszezl’in In Fig. 9, we show the interference-limited case with=
plen 0y ) = V2, SEPLAL S, @y ) = Y 1,b=10,c = 1, andd = 10. Due to the symmetry, the learning
Subsecthn- II-D there exisl - 4 pmfs for thez@yse(ré)case. algorithm achieves probabilities 0f5, which means the two
For the trivial case of the_ongl?l)pm%(o, 0), p(((f))‘l (’10‘2 )= users conduct equal time-sharing over the channel, whete ea
N \(/Y)e ag)e left to obtainp(a;’,ay ), play™,a37), and  yansmits solely at full power while the other is silent; antth
plag’, o). Specifically to the 2—user case, this simplifies two transmission states happen equally 50% of the time each.
further to finding onlytwo variables. Denoting, = 61, and  This corresponds to the A-C time-sharing case in Fig. 2 (d).
p2 = 65, thenfs can be deduced a =1 — p; — po.

The details of the regret-matching algorithm is shown in
Table Il. The probability; is a linear function of the regret, see Treating the interference as noise, the paper proposes a
Eqg. (9). The algorithm has a complexity 6f(|Q2;|) = O(2).  novel approach to the rates region in theuser interference

By using the theorem in [23], if every user plays accordinghannel, composed by the time-sharing convex hult’of- 1
to the learning algorithm in Table I, the adaptive learningorner points achieved through On/Off binary power control
algorithm has the property that the probability distribnti The resulting rates region is denoted crystallized ratgione
found converges on the set of correlated equilibrium. It hdisthen applies the concept of correlated equilibrium from
been shown that the set of correlated equilibrium is nongmpgame theory to form the convex hull of the crystallized
closed and convex [17]. Therefore, by using the algorithm fiegion. An example in applying these concepts for2heiser

case, the paper considered a mechanism design approach to
¥Note: Solving forn variables instead at™ — 1 does not apply to > 3;  design the Vickrey-Clarke-Groves auction utility funetiorhe
the 2—user case is a special case a3 '~ 6), = 1 was used to simplify regret-matching algorithm is used to converge to the smiuti
the unknowns t@®. Forn > 3, see Fig.3, it is not enough to find the time- = . .
point on the correlated equilibrium set, to which subsetjyen

sharing strategy ahdividual users, a®rdering needs to come into the picture )
in arriving to the desiredystemtime-sharing coefficients. simulation was presented.

t<T

VI. CONCLUSION
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