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ABSTRACT
Gaze tracking technology, with the increasingly robust and light-
weight equipment, can have tremendous applications. To use the
technology during short interactions, such as in public displays or
hospitals to communicate non-verbally after a surgery, the applica-
tion needs to be intuitive without requiring a calibration. Gaze ges-
tures such as smooth-pursuit eye movements can be detected with-
out calibration. We report the working performance of a calibration-
free eye-typing application using only the front-facing camera of a
tablet. In a user study with 29 participants, we obtained an average
typing speed of 1.27 WPM after four trials and a maximum typing
speed of 1.95 WPM.

CCS CONCEPTS
• Human-centered computing → Keyboards; Gestural input;
Text input; Auditory feedback; Accessibility technologies; Tablet
computers.

KEYWORDS
text entry, eye-tracking, smooth-pursuit, calibration-free, tablet,
mobile
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1 INTRODUCTION
Eye-tracking technology has found uses in marketing, medicine,
gaming and usability. Tracking of eye-movements also allows peo-
ple with severe disability to communicate, via on-screen keyboards
and eye-trackers [Ball et al. 2010]. Eye movements have been har-
nessed for applications in eye-typing [Lenglet et al. 2019; Ward
et al. 2000], adaptive speed control of videos [Abibouraguimane
et al. 2019], password authentication [Cymek et al. 2014], expertise
development [Castner et al. 2017], and other tasks that allow for
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hands-free uses of interfaces. This is advantageous in everyday
situations, where an ongoing task requires interactions with hands,
such as surgery [Abibouraguimane et al. 2019] or hands-free appli-
cations provide a hygienic option of interaction in the public spaces
[Khamis et al. 2016]. Hygienic considerations for public displays
have become crucial since the outbreak of the COVID-19 pandemic.
Use of eye interactive interfaces in these situations could be im-
proved if they could be accessed without requiring calibration of
the eye-tracker. We report the working and performance of Eye-
Tell, a calibration-free eye-typing application, designed for an iPad,
based on smooth-pursuit eye movements.

Text entry applications with gaze tracking can be divided into
two major categories – using dwell-time selection and using gaze
gestures. Dwell-time selection consists of fixating on a key for a
certain amount of time, named dwell-time. This technique can have
several disadvantages as the time required to select each charac-
ter can be about 700 ms [Hansen et al. 2001] and the application
requires a high accuracy to correctly identify the key fixated on,
from at least 26 keys on an English keyboard [Wobbrock and Myers
2006]. Selection using gaze gestures includes applications that re-
quire generating gestures using the eyes that resemble the letter in
a keyboard called EyeWrite [Wobbrock et al. 2008], steering of the
gaze towards the intended letter from a line of letters in a keyboard
known as Dasher [Ward et al. 2000], or generating eye-movements,
known as the smooth-pursuit eye-movements, that are similar to
the moving target letter, in a keyboard called SMOOVS [Lutz et al.
2015]. EyeTell uses the concept of smooth-pursuit eye movements
in an eye-typing application.

Smooth-pursuit eye movements have been used for text entry
with various applications – answering multiple-choice questions
on public displays by following the trajectory of the moving textual
answers [Khamis et al. 2016], entering the pin-code on an on-screen
pin-pad with each number having a unique trajectory [Cymek et al.
2014]. Lutz et al. have developed an application that allows entry of
individual letters from the alphabet, by dividing a letter entry into
two phases of interaction – selection of a cluster of letters, which
contains the intended letter and the selection of which allows access
to the individual letters, followed by the selection of the intended
letter [Lutz et al. 2015]. In order to reduce the time required for
calibration, they have used a one-point calibration for the keyboard.

The most common method of evaluation of a text entry appli-
cation is typing speed, provided as the number of words typed
per minute (WPM). Some of the highest typing speed has been ob-
tained using dwell-time selection keyboards – 19.89 WPM using ad-
justable dwell-time after ten 15-minute typing sessions [Majaranta
et al. 2009]. Among the gesture-based keyboards, the highest typing
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Figure 1: Selection of a letter using the EyeTell application.
Events from the highlighted sections are described further.
(1) The pink border around the target TUVWXY (green-
colored target) and the orange border around the target
ZÆØÅ (blue-colored target) in the inner circle indicate that
these have the highest probability of being selected. (2) The
target TUVWXY is ultimately selected, which results in the
outer circle generating a target for each of the individual
letters, and a target to delete one character. (3) Letter V from
the outer circle is in the process of being selected, denoted
by the purple border around the target. (4) When the letter
V is selected, it appears in the space above the keyboard. At
this point, the outer circle consists of three most-likely let-
ters to follow the letter selected, and targets to select a space,
read the typed text aloud and delete a character.

speed of 34 WPM was obtained for Dasher by an expert user [Ward
et al. 2000]. Keyboards using smooth-pursuit eye movements have
had a much lower typing speed, with 3.34 WPM by SMOOVS [Lutz
et al. 2015], which was improved to 4.5 WPM using a language
model [Zeng and Roetting 2018].

Calibration-free text entry is one of the potential outcomes of us-
ing smooth-pursuit eye movements. The smooth-pursuit keyboard

SMOOVS uses a one-point calibration to get sufficient accuracy,
and is thus almost calibration free. Other works have used a third-
person calibration, where the eye-tracking system is calibrated
by one user, and can be used directly by other users, “calibration
free” [Abdrabou et al. 2019; Cymek et al. 2014; Drewes et al. 2019].
The EyeTell application examined in this paper, is the first smooth-
pursuit based eye-typing application developed using only an iPad
and the existing front-facing camera and it does not require any
kind of calibration before use. The novel concept used here is the
use of open-source services offered by Apple to implement smooth-
pursuit based text entry. We envision the application finding use
in public spaces for hands-free short text input, specially in the
times of COVID-19, and for people with disabilities using the iPad,
attached to a mobility device, during traveling or whenever in need
of giving an instant short message, for instance at the bathroom
or laying in bed. A text-entry application on a small screen could
also find other uses, such as in public displays for pin entry, which
would preferably be smaller than stationary computer screens, to
provide privacy to the user.

We will examine the performance, including the strengths and
limitations, of an eye-tracking system developed using only a front
camera of an iPad.

2 EYETELL
In this section, we describe the calibration-free smooth-pursuit eye
movements based application – EyeTell, developed in a start-up
known as Obital1. It is designed for eye-typing on a mobile device
such as a tablet. The application requires no calibration, and works
by estimating the optical axis provided by the ARKit from Apple
in a normalized world space2. After coordinate transformations
to offset the device and the head position, the gaze point relative
to the camera position is derived from estimates of the position
and orientation information of each eye. The normalized distance
between the trajectory of the gaze point and the path of every target
shown on the screen is computed and subtracted from 1, generating
an estimate of the confidence of the gaze following the respective
target. A target which has a confidence value greater than 0.9 for
at least 2 s is selected.

The application consists of two concentric circles of targets mov-
ingwith an optimized angular speed of 48◦/s, whichwas empirically
determined. The inner circles contains five equiangular targets mov-
ing in a counter-clockwise circular motion. Each target in the inner
circle represents a multi-letter cluster – ABCDEF, GHIJKL, MNO-
PRS, TUVWXY and ZÆØÅ. The targets in the outer circle perform
a clockwise circular motion. The number of targets present in the
outer circle depends on the previous selection:

(1) The outer circle has five targets: When the previous selection
was the multi-letter target ZÆØÅ from the inner circle, it
results in five targets in the outer circle – the four single-
letters from ZÆØÅ and a target for character deletion.

(2) The outer circle consists of seven targets: When the previous
selection was any other multi-letter target from the inner
circle, it generates seven targets in the outer circle – the six

1Now acquired by GN Group – https://www.linkedin.com/company/obital
2https://developer.apple.com/augmented-reality/arkit/

https://www.linkedin.com/company/obital
https://developer.apple.com/augmented-reality/arkit/


EyeTell: Tablet-based Calibration-free Eye-typing ETRA ’21 Short Papers, May 25–27, 2021, Virtual Event, Germany

single-letters from the multi-letter target and a target for
character deletion, as observed in Figure 1(2).

(3) The outer circle has six targets: When the previous selection
was a target from the outer circle, it results in the following
six targets in the outer circle – three single-letter targets, a
target to generate space, a target allowing the typed text to
be spoken aloud and a character deletion target, as observed
in Figure 1(4). The three single-letter targets were the most
likely letters to be selected after the current selection. They
could be replaced bywords, generated by theword prediction
model, however, for the experiment, word prediction was
deactivated.

Visual feedback in form of a border around the target with the
highest correlation is used to convey to the user, the target most
likely to be selected. The border of the target in the inner circle has
a different and contrasting color than the target itself, as observed
in Figure 1(1). The border is purple-colored for the targets in the
outer circle, as seen in Figure 1(3). On selection of a target, audio
feedback in form of a click sound is provided to the user.

To enable use as a communication medium for people with dis-
abilities, a read-aloud key uses the text-to-speech service to read the
typed text aloud. Selection of this key also stores a log file, on the
tablet, with the typing events of selections using the application.

3 METHODS
3.1 Participants
Thirty-six danish-speaking participants volunteered for the experi-
ment (18 males; 18 females, age range: 18 – 47 years). The partici-
pants, composed of university students and employees, reported of
no history of photosensitive epileptic seizures, but one participant
reported having dyslexia. Due to data loss (five participants), not
having completing the experiment (one participant) or dyslexia
(one participant), data from 29 participants (15 males; 14 females)
is reported.

3.2 Experiment Design
Each participant performed two experimental sessions. A session
consisted of two trials, with the goal of observing short interactions
with the application. The first session had an additional practice trial
before the two trials. Each trial involved memorizing four words
and typing them using EyeTell. The trial was classified as easy or
difficult, depending onwhether the words were easy (more common
words) or difficult (less frequently used words). The four words
in the easy and difficult trials consisted of a total of 38 characters.
Each session was composed of an easy trial and a difficult trial,
and each participant performed two sessions. The order of the
easy and difficult trials was balanced over the two sessions for
each participant. Two trials were used to minimize the interaction
time with the application, and estimate the ease of use in various
situations (easy, difficult).

At the end of each session, the participants answered questions
from the NASA-Task Load Index (NASA-TLX), on a scale of 1 to 7.

The gaze and typing data was logged at a frequency of 30 Hz by
the application, and saved locally on the iPad, when the read-aloud
key was selected. The log file contained the estimated gaze points,
the path followed by every target and the event of key selection.

Due to the General Data Protection Regulations on data collected
by a company, the data on key selected was restricted to the type
of target selected – cluster of letters or a letter, space key or the
delete key.

To record additional gaze data during the experiment, wearable
eye-tracking glasses (Tobii Pro Glasses 2; sampling frequency: 100
Hz) were used to obtain the gaze points, in addition to the gaze
points estimated by the application. The gaze data was accessed
using a licensed version of the Tobii Pro Lab software, which also
allowed video mapping of the camera video on a representative
camera snapshot. It included gaze points mapped on the scene
camera snapshot, given in pixels. The participants remained in
approximately the same position for the trial, and a mapping step
was used to compensate for the slight head movement.

The data from EyeTell was upsampled to 100 Hz using linear
interpolation. To examine the performance of the application, the
gaze points data obtained from the Tobii eye-tracking glasses were
compared to the EyeTell target path data, logged by the application.
The target path was obtained in arbitrary units (53 arbitrary units
equaled 1 cm). The two data sets, recorded in different coordinate
system, were made comparable by scaling into centimeters using
size measurements from the iPad, computed using a physical scale.

3.3 Data Analysis
To examine the performance of the EyeTell application, we have
computed a series of performance metrics – typing speed, error
rate, search time, selection time, trial duration and the information
transfer rate.

Selection of the targets was designed so as to require 2 s of gaze
points correlating with the target path, but we decided to compute
the actual selection time recorded, to evaluate the application. This
was the time that the gaze points, obtained using the head-mounted
eye-tracker, followed the target path, before the selection occurred.

The layout of EyeTell is one of the first with two concentric
circles with targets moving in opposite directions. While this could
serve an advantage with increased number of possible selections, it
could also confuse the user. To evaluate the application, the search
time was computed, which was the time required by the participant
to find the next intended target. Trial duration was computed as
the time required for a trial, in minutes.

Typing speed was calculated as the number of words typed per
minute, where one word is defined as five characters, including
space. This metric has the units words per minute (WPM).

We classify errors into the errors made by the system, defined as
false detection errors and the errors corrected by the user, defined
as corrected error rate. The false detection errors count the num-
ber of times the application selected a target not intended by the
participants, by detecting a mismatch between the selected target
path and the gaze points. The false detection error rate was defined
as the ratio of the number of unintended selections to the total
number of selections. The corrected error rate is computed as the
number of backspace selections, compared to the total number of
selections. Note that this metric could include corrections made by
the participants in response to a false detection by the application,
when the false detection resulted in a character selection. However,
if a false detection occurred for a target in the inner circle, which
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consisted of the cluster of letters, it would not require deletion, and
the error could be corrected by simply selecting the correct cluster
of letters.

We also computed the information transfer rate (ITR) [Ober-
maier et al. 2001; Sadeghi and Maleki 2019; Wolpaw et al. 2002] in
bits/minute as an approximate evaluation metric of the information
conveyed through the system. The ITR can, for our purposes and
with known limitations [Speier et al. 2013], naively be defined as:

B = loд2N + P × loд2P + (1 − P) × loд2

(
1 − P

N − 1

)
ITR = B ×

(
Stotal
T

)
where Stotal is the total number of selections in the trial, T is the
total trial time in minutes, B is the information transferred per
selection in bits, N is the number of possible targets per selection
(here N = 30, comprised of 28 letters, a space key and a delete key),
and P is the selection accuracy. We define an upper bound on P as:

P ≤
Stotal − Sdelete − Scerrors

Stotal

Scerrors =
∑

words

��Ctarдet −Ctyped
��

where Stotal again is the total number of selections, including
deletions, Sdelete is the number of deletions3, and Scerrors is an
estimate of the remaining uncorrected errors in what was typed
by the participant, calculated by summing the absolute difference
between the number of resulting,Ctyped , and corresponding target,
Ctarдet , characters in each word4.

Finally, the subjective assessment on the ease of use of the ap-
plication was provided by the participants using the NASA-TLX
questionnaire.

4 RESULTS
We report on the performance of the application and the partici-
pants during their short interaction times of two trials, repeated
twice for each participant, in terms of the mean and standard error
(SE).

The total time needed to select a target is depicted in Figure 2. The
mean search time, or the time required to find the intended target,
for all the participants was 5.22 s (SE=0.08), with the minimum
time required to find the target being 3.78 s for a participant. The
mean selection time, was 3.45 s (SE=0.07), and theminimum average
selection time computed for a participant was 1.99 s, which was also
the minimum time required by the application to allow a selection.
The average trial duration was 7.53 minutes (SE=0.32).

The average typing speed obtained by the application was 1.27
WPM (SE=0.03), which reached a maximum of 1.95 WPM for one
participant. The typing speed over the trials of the two sessions is
depicted in Figure 3a.
3Whenever the user selects the delete target, we assume an error has been made. Either
the previous character ’X’ was wrong, and is being replaced by a new character ’Y’ as
in <’X’, DEL, ’Y’>, or alternatively the user selects the delete target incorrrectly, as in
<’X’, DEL, ’X>. In both cases, two correct selections have been made and one incorrect.
4We cannot account for swapped or incorrectly typed characters since the interface
does not log the typed character; P therefore becomes an upper bound on the selection
accuracy, and similarly will IT R become an upper bound on the information transfer
rate.

Figure 2: The time required to find the target, or search time
(blue) and select the target, or selection time (pink). The er-
ror bars depict the standard error.

(a) Typing speed (b) Error rate

Figure 3: Plots of (a) typing speed and (b) the error rate, with
the false detection error by the application and the errors
corrected by the participants. The error bars depict the stan-
dard error.

The error rate was classified into the false detection errors,
caused by the application recognizing a selection other than the in-
tended selection by the participant, and the corrected errors, which
were corrected by the participants. The mean false detection error
rate was 23.2% (SE=1.3), computed over the trials and sessions for all
the participants. The minimum false detection error rate obtained
for a participant was 5.0%, indicating that the false detection errors,
although made by the application, could depend on the participant.
Approximately 75% of the false detection error occurred in the outer
circle, while the rest occurred in the inner circle. The corrected error
rate had a mean of 14.1% (SE=0.9) for the participants, calculated
for both the trials and sessions. The corrected errors, as seen in
Figure 3b, were less than the false detection errors. This is because
the false detection errors generated on targets from the inner circle
of EyeTell did not require a delete key selection to be corrected,
but could be corrected by selecting the correct target of cluster of
letters.

The average calculated ITR of the keyboard was 33.6 bits/min
(SE=1.4), and a maximum of 58.1 bits/min was achieved for one
participant; these are upper bounds on the true ITR. Since the
location of the targets was not stationary, the time used to complete
a target selection included the selection time as well as the search
time.

The subjective evaluation of the ease of using the keyboard was
done using the NASA-TLX scores at the end of each session, which
is depicted in Figure 4. The average NASA-TLX score, from a total
score of 42, was 17.8 (SE=0.6) at the end of session 1, which reduced
to 15.2 (SE=0.6) after session 2.
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5 DISCUSSION
This paper shows the working of an application – EyeTell, using
smooth-pursuit eye movements for eye-typing on a tablet with
only the front-facing camera, in a controlled environment. The
application achieves reasonable accuracy without requiring the
process of calibration or the eye-tracker equipment.

The average typing speed achieved using EyeTell (1.28 WPM)
was lower than that using other smooth-pursuit based eye-typing
applications (3.34 WPM using SMOOVS [Lutz et al. 2015]). It is
highly likely that a longitudinal experiment, with multiple sessions
over days [Majaranta et al. 2009; Mott et al. 2017] and the possibility
of increased practice would lead to an improved typing speed as well
as reduced error rate, the signs of which are observed in the Figure
3. However, the experiment was designed to test short interactions
with the application and the ease of use.

The false detection error rate of the application was ∼ 20% in the
first trial of the first session, which revealed the average accuracy
of the application to be 80%, which further improved with increased
practice (see Figure 3b). This is comparable to the total errors made
by the application TextPursuits in selecting targets of short text
[Khamis et al. 2016]. The improvement in the application accuracy,
however, could indicate that selecting and following one target
among multiple moving targets might be slightly different from the
natural smooth-pursuit eye movements of following a bird in the
sky.

The ITR of 33 bits/min achieved by the application was higher
than the reported maximum ITR obtained by brain-computer in-
terfaces of 25 bits/min by Wolpaw et al. [2002]. For people with
disabilities, with even slight control of eye movements, this applica-
tion could provide easy and intuitive technique of communication.

The layout used by EyeTell, with targets moving along two con-
centric circles, is novel, even for applications using smooth-pursuit
eye movements. The increased number of targets on the screen
(10-12 compared to six in SMOOVS [Lutz et al. 2015]) may generate
slight complexity in the application. However, the search time did
not improve over the trials (see Figure 2), and the difference in the
NASA-TLX scores between the two sessions was marginal (see Fig-
ure 4), which might suggest that the increased number of possible
targets do not have an effect on the application performance or the

Figure 4: The NASA-TLX sub-scores (MD: mental demand,
PD: physical demand, TD: temporal demand, P: perfor-
mance, E: effort and F: frustration) provided by the partic-
ipants, for session 1 (orange) and session 2 (blue). The error
bars depict the standard error.

ease of use. However, it is a limitation of our study that a direct
comparison of user acceptance and task load was not performed.
Moreover, the speed of the targets was constant at 48◦/s in the ex-
periments, and only one participant complained about it being fast.
We note here that the participant who found the targets moving too
fast was slightly older than most of the participants and belonged
to the age group between 38–47 years.

An overall investigation includes the strengths and limitations
of the gaze tracking system. A strength of the system is that gaze
tracking on an 11-inch iPad, using its own camera, for text entrywas
found to be feasible. The application was developed on an affordable
consumer device, using open-source technical services offered by
the device (ARKit). Moreover, the small size of the application could
serve towards privacy concerns in public use of such devices, such
as typing a private pincode. On the other hand, the small size of
the iPad could also be a weakness for the application as it stands,
and the reason for the low robustness and the high false selections
by the application (∼ 20%). Finally, the method of detecting the
target using normalized error in the distance between the target
and gaze points might restrict the maximum number of targets
available for selection. Further improvement of the application with
customization towards the special use, such as improved accuracy
for assistive devices or higher number of available targets for a
keyboard, may be required.

In spite of the low typing speed, there may be a number of cases
where smooth-pursuit typing with standard devices may serve as
a supplementary assistive device. It affords adhoc short messag-
ing that may be a back-up solution when special gaze tracking
systems fails. Also, some users may feel it to be less socially stig-
matizing using a device such as an iPad for communication than
special equipment. The experiment presented in this paper uses
eye-typing, but in real life, an application with three options of ‘yes’,
‘no’ and ‘ask again’ could be applied in hospitals for non-verbal
communication after surgery, or a more playful application could
be designed using similar technology to train children with disabil-
ity to control their eye movements for communication. Moreover,
hands-free interaction could be useful in other scenarios in the
public (e.g.: rating the shopping experience with shopping bags in
the hand) or private (e.g.: attend to notifications while cooking).
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